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CO60pHHK BKJIIOYaeT 71 JOKJIaZ MeXAYHapOAHON KOHpepeHIIUU 110 KOM-
IBIOTEPHOU IMHT'BUCTUKE U MHTEJJIEKTYaTbHBIM TeXHOJOTUAM «/luaor 2017»,
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IIpepucinoBue

16-ii BBINTYCK €XerogHuKa «KOMIIbIOTEpHAs JUHTBUCTUKA U UHTE/JIEKTYalb-
HBIE TEXHOJIOTUU» COAEPIKUT M3OpaHHble MaTepuabl 23-i MeXKAYHapOAHON KOHe-
peHnuu «/luanor». Ha oCHOBaHUYM MHEHUU HAUIUX PELEH3EHTOB AJs MyOIuKauu
B eXkerogHuKe PezicoBeToM ObLT 0TOOpaH 71 OKIaZ U3 YKcsia IPUMEPHO cTa pabor,
KOTOpBIE OBLIM PEKOMEH/IOBAHBI 110 pe3yJIbTaTaM PelleH3UPOBAaHUA /I ITpeCcTaBie-
HUA Ha KoHpepeHnnu B 2017 rofgy.

PaboTel B COOPHUKE OTpa)kaloT BCE OCHOBHBbIE HAINPaBJIEHUS UCCIEJOBAHUHN
B 006J1aCTH KOMITBIOTEPHOTO MOJIEJIMPOBAHMSA U aHajN3a e€CTECTBEHHOI'O S3BbIKA,
Mpe/CTaBlIeHHbIe HA KOHGEPEHIINH:

* KOMMbIOTEPHBIE TMHIBUCTUYECKHE PECYPChI

* KOMMbIOTEPHBIN aHAMNU3 IOKYMEHTOB (KJaccupuKamus,

MOMCK, aHaJI3 TOHAJbHOCTH U T.J.)
* KopmycHas JTUHTBUCTUKA (CO3jaHUE, pa3METKa,
METOJ VKU IIPUMEHEHU U OLIeHKa KOPITYCOB)

* JIMHIBUCTHUYECKHE OHTOJOTUU U aBTOMaTUYECKOe U3BJleueHre 3HaHNU I

» JIMHrBUCTUYECKUIT aHamu3 Social media

* JIMHIBUCTUYECKUH aHAIU3 Peyn

* MaIIMHHBIA IEPEBOJ TEKCTA U peYU

* Mozenu U METO/IbI CEMaHTUYECKOTI'0 aHalnu3a TeKCTa

e Mojeiu o0IeHUA

* TeopeTHYecKas U KOMITbIOTEpPHAs JIEKCUKOTpadus

* THUIONOTUA ¥ KOMIIBIOTEPHASA IMHI'BUCTHKA

» ®dopmasbHBIE MO/IETH SA3bIKA U UX IIPUMEHEHUE

B KOMITBIOTEPHOU JIMHI'BUCTHUKE

B cooTBeTcTBUM € TpaauluAMU «/luasora», crapeiliell U KpymnHeHIneil KOH-
bepeHINY 0 KOMIBIOTEPHOM JUHTBUCTHKE B Poccuu, 0T60p pabOT OCHOBBIBAETCS
Ha Mpe/CTaBJIeHUH O Ba)KHOCTU COeMHEHM HOBBIX METO/JIOB U TEXHOJIOTUH aHaIN3a
SI3BIKOBBIX JAHHBIX C [TOJTHOIEHHBIM TUHI'BUCTUYECKUM aHAIU30M U MOJETUPOBaHUEM.
OzHO¥ M3 BOXKHENIITNX Iestel KoHpepeHIIUY ObLIa ¥ 0CTAeTCs MOAJEPKKA CO3/IaHUA CO-
BpPEMEHHBIX KOMITBIOTEPHBIX PECYPCOB, MOZIeIEH Y TEXHOJIOTHH /711 PyCCKOT'O A3BIKA.

B rozioBoM 1nukIe mpoBeJeHus KoHGepeHIIUY B paMKax mporpammbl Dialogue
Evaluation mpoBOAUTCA TEeCTUPOBAHUA TEXHOJOIMHU peEIIeHUs OTAENbHBIX 3ajad
KOMIIBIOTEPHOI'O aHaIu3a A3blka. Ha KOHGepeHINU OABOAATCA UTOT'H IIPOBE/EH-
HBIX TECTOB, @ CTAThbY OPTaHU3aTOPOB U HanboJIee YCIEITHBIX Y4aCTHUKOB MTPECTaB-
JIAIOTCS B HACTOsIIIEM COOpHUKeE.

B aToM rozy 6b110 TPOBEEHO Ba TECTUPOBAHUS:

1. Tlo uaentTudukanuu BHeIIHUX 3auMcToBaHui (External Plagiarism Detection)
2. Io orieHKe MeTOZ0B MOP)OJOTHYECKOT0 aHAIN3a PYCCKOT'O A3bIKa, C aKIIEHTOM

Ha TekcTrl Social Media.

Kak 0OBIYHO, pe3y/lbTaTOM IPOBEJEHHBIX TECTUPOBAHUM CTalu HE TOJBKO
00beKTUBHBIE JaHHBIE O KauyecTBe PabOTHl Pa3NUYHBIX METOZOB U aJITOPUTMOB,
HO TaK’)Xe U OTKPBITHIE I MCIIOJIb30BAaHUA 3TAJIOHHbIE pa3MeYeHHbIe KopIyca, T. H.
30JI0ThIE CTAHAAPTHI, MMO3BOJIAIOIINE JOOBIM UCCIEI0BATENSIM IIPOBOJUThH CPABHU-
TeJIbHBIE OIeHKH 3 PEKTUBHOCTH CBOUX TEXHOJIOTHH.



Bce HampaBieHus «/[uanora» BajXKHbI, HO KaXX/bIi IoZf KAKUE-TO TEeMBI 3aHU-

MaroT 0co60e MecTo B porpamMme KOHGEpeHIIMH U B COCTaBe eKerofHuKa. B atom
Oy MOXKHO Ha3BaTh [IBE TAKUX TEMBIL:

1.

[lpyMeHeHE METOJO0B IIyGMHHOIO MALUIMHHOIO 00yUYeHHs: IPEXKAE BCETO —
HelpoceTel U TaKUX pe3yIbTaTOB UX MpuUMeHeHUs Kak word embeddings, kak
[JisI IPUKJTaiHBIX 3a/1a4, TaK U B IMHI'BUCTUYECKUX UCCIIEJOBAHUSIX.

. B mporpammMe KoHepeHIIMU 3TOr0 roZia 0coO6eHHO 3aMeTHBI paboTHI 10 HC-

10JIb30BAHUIO NTapaJlyieIbHBIX KOPITYCOB I IMHI'BUCTUYECKUX UCCIe/IOBAaHU .
Takue kopryca yKe JaBHO M YCIIEIIHO HcHoJb3yloTca B NLP, Hanpumep, g
00y4eHUs CTaTUCTUYECKUX Mo/eslell MallHHOIO IlepeBo/a, aBTOMATHYeCKOH
AU3aMOUTyalnuy, aBTOMaTUIeCKOT0 ITIOCTPOEHN A3bIKOBBIX Mozesnel. Ho ma-
paJijielbHbIe KOpIIyca OKa3blBalOTCA TaKKe U BaXXHBIM UHCTPYMEHTOM KOHTpa-
CTUBHBIX IMHTBUCTUYECKUX UCCIEOBAHUN.

Crarbu B COOpPHUKE ITyOJIUKYIOTCA HAa PYCCKOM M aHIVIMMCKOM A3bIKaX. [Ipy BhI-

6ope s3bIKa MyOIUKAIUH AEHUCTBYET CIeyIOlIee MPaBuIo:

JOKJIaZbl IO KOMIIBIOTEPHOU JIMHI'BUCTHUKE JOJIKHEBI 110ZlaBaTbCA Ha aHIVIMH-
CKOM fA3bIKe. DTO pacuIupseT UX ayZAUTOPUIO U NT03BOJIAET IPUBJIEKATh K pelleH-
3MPOBAHUIO MeX/YHapOAHBIX 9KCIIEPTOB.

AOKJIaZibl, TIOCBAIIEHHbBIE IMHI'BUCTUYECKOMY aHa/IN3y PYCCKOr'o A3bIKa, IIpeJ-
Iojiararmijye 3HaHHe 3TOIr'O A3bIKa y YMTaTeJidA, [IOJAal0TCA Ha PYyCCKOM A3bIKE

(c ob6sA3aTeIbHON aHHOTALIMEN HAa aHTJIMMCKOM).

HecMmoTpa Ha TpaZMIMOHHYIO IIMPOTY TEeMaTUKM INpe/CTaBJIeHHBIX Ha KOH-

¢depeHIIUY U OTOOPAHHBIX B COOPHUK JOKJIAJIOB OHU HE MOTYT JZaTh MOJHOHN Kap-
THHBI HalpaBieHui «/luanora». Ee MOXXHO HONyYUTh C [IOMOLIbIO caiiTa KoHbe-
pennuu www.dialog-21.ru, Ha KOTOPOM IIpe/CTaBJIE€HBl OOIIUPHBIE JIEKTPOHHBIE
apXUBHI «/[1aJ0roB» MOCIeJHUX JIET ¥ BCE Pe3YJIbTaThl IPOBE/IEHHBIX TECTHPOBAHUI
Dialogue Evaluation.

M=l o6paliaeM BHUMaHKe aBTOPOB U yuTaresell cOOpHUKA, YTO ero Gymax-

HBIII BapHaHT, KOTOPBIH BEI IePXKUTE B PyKaX, sABISAETCS BTOPUYHBIM IO OTHOIIE-
HHUIO K COOPHUKY, KOTODPBIi pa3MellaeTcs Ha caiiTe KOHQepeHIIMH U UHAEKCHUDPY-
eTcs1 Scopus. Mbl peKOMeH/IyeM IIPY IUTUPOBAaHUH UCIOIb30BaTh UMEHHO CETEBYIO
BEPCHIO.

IIpozpammmblil komumem KoHpepeHyuu «/Juanozs»

Pedkonneeus cobopHuka «<Komnsiomepras auHzgucmuka
U UHMeANeKMYyaibHble MeXHOJ02ULL»


http://www.dialog-21.ru

OpraHusaTopsl

ExxeromHas koHbepeHIus «/uanor» IPOBOAUTCS IMOJ MaTpOHa)keM Poccuii-
ckoro poHza GyHAaMEHTATbHBIX UCCIeIOBAHUN TPY OPraHU3allMOHHON TOAEPIKKE

KommaHuu ABBYY.

YapeauTeniMu KOHGEpeHITUH ABIAI0TCA:

* VHCTUTYT IUHIBUCTUKU PI'TY

* UHcTUTyT npobsiem nudpopmaruku PAH
* UHcTUTyT npobsiem nepegauu napopmanuu PAH

* Kommanus ABBYY

» Odusnonoruueckuii paxkyaprer MI'Y
KoHdepeHIiusa npoBoauTcs mpu noazep:xke Poccuiickoil acconuany UCKyc-

CTBEHHOI'O MHTEJIJIEKTA.

Me:xAyHapOHBIHA IPOrPaMMHBIH KOMUTET

Borycnasckuii Virops MuxaitnoBug
Byate Kpuctuan

Tenbbyx Anexkcangp ®PeaukcoBuy
HNomaud Jleonuz JleiitboBuy
Ko6o3zeBa Mpuna MuxaiiioBHa
Kosepenko Enena bopucosBHa

Kop6eTtT I'peBu

Kponrays MakcuM AHUCUMOBUY
Jlykamesud Hatanba BajieHTHHOBHA
MaxkxkapTtu /lnana

Menbuyk Mrope AnekcasH/poBuY
Huspe Moakum

Hupenbypr Cepreii

Ocunos I'ennaguii CeMEHOBUY
Packun BukTop

Cenereii Bnagumup [TaBioBuy
XoBu dnyapz

[MTapoB Cepreii AnekcaHZpPOBUY

VHCTUTYT pobJieM nepegayu nHopMa-
uuu PAH um. A. A. Xapkesuua, Poccusa
Yuusepcurer /Ixozedpa Oypre —
I'penob6s 1, Ppannus

HaiinoHa/IbHBIH ITOJIUTEXHUYECKUU
UHCTUTYT, MeXUKO

WHcTUTYT IpobJieM nepegayu nHbopMa-
uuu PAH um. A. A. XapkeBuua, Poccusa

MOCKOBCKUH rocyZlapCTBEHHBIH YHUBEPCHU-
TeT uM. M. B. JlomoHOCOBa, Poccusa

WHcTuTyT pobiem nndopmatuku PAH,
Poccusa

Yuusepcuret Cyppes, Beankobputanus
HIY «Briciias mkoa 3KOHOMUKU», Poccusa
HU/BL MI'Y um. M. B. JlomoHOCOBa, Poccus

KeM6pUAKCKUI YHUBEPCUTET,
Besmko6puTaHusA

MoHpeanbckuii yauBepcuret, Kanaza
Ymncanbckuit yHuBepcuTeT, llIBerusa
YuuBepcuret Mapunesnza, bantumop, CIIA
WuctuTyT cuctemHoro aHanusa PAH, Poccusa
Yuusepcurert Ilepzasto, CIIA

Komnanusa ABBYY, Poccusa

YrusepcureT Kapaeru — MeioH, CIHA
YHuepcurer Jluzca, Beaukobpuranus



OpraHu3alMOHHbIN KOMUTET

Cenereii Bragumup IlaBioBuy,
npedcedamens

Bayitun Anekcel BrazumupoBuy

Benukos Biragumup MiBaHoBruY
Bpacnasckutii [1aBen VicaakoBud

Jlo6poB Boprc BukTopoBuy

3axapos Jleonus MuxaiioBud
HNomaud Jleouus JleiiboBua
Kob6o3eBa Mpuna MuxaitjioBHa
Koszepenko Esiena boprucosHa

Jlaybep Hatanus VcaeBHa

JIameBckasa Onbra HukosraeBHa

Tongosa CBetnaHa FOpbpeBHa

®epoposa Onsra BuktopoBHa

[IlapoB Cepreii AJeKCaHAPOBUY

Cekperapuar
AtsicoBa AHacTacus JIeOHHUOBHA,
KoopOUHAmMop opekoMumema

Benkuna Anekcan/pa AHZpeeBHa,
cexpemaps opzkomumema

I'yceBa AHHa AnlekcaHZpPOBHaA,
koopounamop Dialogue Evaluation

CeBepruHa ExareprHa AjleKCaHZpOBHa,

adMUHUCMPAmMop opeKomumema

Kommanuss ABBYY

Komnanusga Yandex

WVHCTUTYT PyCCKOTO A3BIKA
um. B. B. Bunorpazosa PAH

Ypanbckuii pesepanbHbIit
YHUBEPCUTET

HUWBIL] MI'Y um. M. B. JlomoHOCOBa

MOCKOBCKUU rocyZapCTBEHHBIN
yHuBepcureT uM. M. B. JlJomoHOCOBa

VHCTUTYT npobsieM epejadu
nndopmariuu PAH um. A. A. XapkeBruua

MOCKOBCKUH rocyZapCTBEHHBIN
yHuBepcureT uM. M. B. JlJomoHOCOBa

VHCTUTYT IpobieM nHGOPMaTUKU
PAH

Kommnauusa Yandex

VHCTUTYT PyCCKOTO fI3bIKa
uM. B. B. Bunorpazosa PAH

HINY «BrIciias IIKoJia 9KOHOMUKH»

MoOCKOBCKUY TOCYZapCTBEHHBIN
yHusepcuteT uM. M.B. JlomoHOCOBa

Yuausepcuret Jluzca

Komnanusa ABBYY

Kommanus ABBYY

Komnanusa ABBYY

Kommanuss ABBYY



PenieH3eHTBI

ABryctuHOBa TaHA

AHTOHOBa AsekcaHApa AJlleKcaH/pOBHA
Azaposa lpuna BragumupoBHa
AnzpuaHoB AHZpel IBaHOBUY
Anpecsan BanentuHa FOpreBHa

ApxaHrenbckuit Tumodeit AsekcaHZpOBUY

BaliTun Anexceli BragumupoBry
BapaHoB AnaTonuit Hukonaesuu
bennkos Bragumup VMiBaHoBUY

Bbenko Brazumup

BepauueBckuit Anexkcanzap CepreeBuy
BorzanoB Anekceit Bragumuposuy

Bborananosa-bernapan Hatanba BukTopoBHa

Borycnasckuit iropp Muxaiiiosuu
bouapos BukTtop BraguciaBoBuy
BpacnaBckuii [TaBes McaakoBud
BacuibeB Butanuii 'eHHagbeBUY
Tl'anuHckada VpuHa EBrenbeBHa
Tanuuxuit bopuc AnekcaHZpoBUY
Tenp6yx Anexcauzap PenrnKcoBuY
TeneBuy FOpuit CTaHUCIaBOBUY
I'pamenkos [1aBen BanepbreBuu
T'y6un Makcum BagumoBua
Jlaauaab Muxaun AjleKcaHpOBUY
JlukoHoB Bayecnas ['puropreBnd
Jlo6poB Bopric BUKTOPOBUY
JlobpoBosbckuit IMmutpuit OneroBuy
Jlo6pymmua Huna PoslanzioBHa
3anusHAK AHHa AHZpeeBHa
3axapos BukTop [1aBnoBu4
3axapos Jleonu MuxaijoBuy
WnbBoBCcKUH JIMUTpUI AJleKCeeBUY
Wowmpun Bopuc JleoHnzoBr4
HowmauH Jleonus JleiiboBuy
KaruHckana AHucea IOppeBHaA
KnpimmHcekuit Oayaps CTaHUCIaBOBUY
Kubpuk AHzpeit AjleKcaHIpOBUY
Kusazes Cepreii Bragnmuposuy
Kob6o3eBa Mpuna MuxaiiioBHa
Kosepenko Enena bopucosHa
Konores Muxau BayeciaBoBud
KoporaeB Hukomaii AnekceeBUd

KorenbHukos EBrenuii BaueciaBoBud
KoroB ApTemuii AjleKcaHZApPOBUY
Kponrays Makcum AHUCHMOBUY
JleBonTrHa VpuHa boprcoBHa
Jlo6anoB Bopuc MedoabeBud
JlonyxuH KoHCTaHTUH AJIeKCaHIpOBUY
Jlykawmesud HaTanba BasieHTUHOBHA
JIrotukoBa ExarepriHa AHATOJIbeBHA
MucropeB Anekcet BragumupoBua
Haxkos IIpecnas

Hepnony»xkxo AHHa IOpbeBHa
[Tapgyyesa Esnena BukTopoBHa
[Tasenbckasa AHHa 'epmaHOBHA
[TanepHo JleHnc ApOHOBUY
[TanueHnko AnekcaH/p MiBaHoBUY
[TlepeBep3eBa CeTnana lropesHa
[TlerpoBa Mapusa AHZpeeBHa
[TuBoBaposa Jluaua MuxaiisoBHa
[Tunepcku Anekcanzp Yezosua
[Toznecckasa Bepa McaakoBHa
Paxununa Exarepruna BraguMuposHa
CkynaueBa TarpsAHa BragumupoBHa
CMmupHOB VIBaH BaneHTUHOBUY
Cernereii Bnagumup [TaBioBuy
Cirocapp Hatanusa AHaTonbeBHA
Coxkonosa Enena I'puropbeBHa
CoMUH AHTOH AJIeKCaHPOBUY
CopokuH Ajlekceilt AHZpeeBUY
CopoxkuH Bukrop Hukosnaesuu
CrapocTtuH AHaTonuii CepreeBud
CrenanoBa Mapus EBrenreBHa
Tuxomupos Wiba AnekcaHApoOBUY
Tonposa Ceetnana IOpreBHa
Typaaxos Jlenuc IOppeBud

YpeoicoH Enena BragumuposHa
®enoposa Onbra BuktopoBHa
XoxyioBa Mapusa BnagumupoBHa
[HumMmepauHT AHTOH BragumupoBud
[TapoB Cepreii AseKcaHAPOBUY
[MlenxmaHoB ApTéM OsieroBuY

fnko Tarbana EBrenbeBHa
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OPEN KNOWLEDGE REPRESENTATION
FOR TEXTUAL INFORMATION

Ido Dagan (ido.k.dagan@gmail.com)

Bar-1lan University, Israel

How can we capture the information expressed in multiple texts? And how
can we allow people, as well as computer applications, to easily explore it?
When comparing textual knowledge to formal knowledge representation
(KR) paradigms, two prominent differences arise. First, typical KR para-
digms rely on pre-specified vocabularies, which are limited in their scope,
while natural language is inherently open. Second, in a formal knowledge
base each fact is encoded in a single canonical manner, while in multiple
texts facts may be repeated with some redundant, complementary and
even contradictory information.

In this talk, | will outline a new research direction, which we term Open
Knowledge Representation (OKR), that aims to represent textual information
inaconsolidated structured manner, based on the available natural language
vocabulary and structure. | will describe our first specification for Open
Knowledge Graphs, motivated by a use case of representing multiple tweets
describing an event, for which we have created a medium-scale annotated
dataset. Our proposed structure merges co-referring individual proposition
extractions, created in an Open-IE flavor, into a representation of consoli-
dated entities, predicates and statements, inspired by traditional knowledge
graphs. Information redundancy is further modeled via entailment relations.
| will also illustrate the potential application of our open knowledge graphs
for text exploration and point at possible directions in which the OKR para-
digm might evolve.
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DEEP LEARNING AND
LANGUAGE ADAPTATION

Sergey Sharoff (S.Sharoff@leeds.ac.uk)
University of Leeds, UK

Many lesser-resourced languages are related to languages, which have
better resources. For example, the Universal Dependency treebank has
about 2 MW of training resources for Czech, more than 1 MW for Russian,
while only 950 words for Ukrainian and nothing for Belorussian, Bosnian
or Macedonian. Similarly, the Autodesk Machine Translation dataset only
covers three Slavonic languages (Czech, Polish and Russian). In this talk
| will discuss a general approach, which can be called Language Adapta-
tion, similarly to Domain Adaptation. In this approach language models can
be adapted from a better-resourced (donor) language to a lesser-resourced
(recipient) language. In my talk | will discuss examples of a Deep Learning
architecture for Language Adaptation, which is based on creating a shared
representation across related languages. Three case studies will be pre-
sented: Part-Of-Speech tagging, Named Entity Recognition and Transla-
tion Quality Estimation. | will also discuss the importance of the typological
distance between the donor and the recipient.
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PART-OF-SPEECH TAGGING WITH
RICH LANGUAGE DESCRIPTION

Anastasyev D. G. (daniil_an@abbyy.com),
Andrianov A. . (andrew_an@abbyy.com),
Indenbom E. M. (eugene_i@abbyy.com)

ABBYY, Moscow, Russia

This paper deals with morphological parsing of natural language texts.
We propose a method that combines comprehensive morphological de-
scription provided by ABBYY Compreno system and sophisticated machine
learning techniques used by the state-of-the-art POS taggers. The morpho-
logical description contains information about possible grammatical values
of a dictionary word that helps to identify a set of potential hypothesis for
each word during the morphological analysis stage. To analyse out-of-vo-
cabulary words we are building a number of most likely paradigms in the
morphological model using the orthographic features of the analysed word.
The proposed method helps to reduce the number of hypotheses using
the context information of each word. We use Bidirectional LSTM classifier
to handle the context information and to predict the most probable gram-
matical value. The ambiguous grammatical values obtained from morpho-
logical description are used as features for the classifier. Also, we use word
embeddings and orthographic features to achieve better results.

Key words: pos-tagging, morphological analysis, lemmatization, machine
learning, Istm
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1. Introduction

Part-of-speech (POS) tagging is the task of assigning each word in the given text
an appropriate grammatical value. The morphological analysis is an essential element
of most NLP problems. It means that quality of their solutions highly depends on the
quality of the POS tagging.
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Most researches on POS tagging have focused on English. The evaluation of these
models is typically based on Penn Treebank. The latest approaches have claimed
to achieve more than 97.55% accuracy. Unlike the previous methods, the newest ones
are usually designed to use as few morphological features as possible. Such solutions
are more likely to have stable performance on different corpora and to have the ability
to be trained on various languages.

The most well-known Russian POS taggers are mystem [Segalovich, 2003], TnT-
Russian [Sharoff, Nivre, 2011], Tree-Tagger [Schmid, 1994]. In contrast to the mod-
ern English taggers, the mentioned algorithms mostly rely on morphological features.
However, their comparison is difficult because of lack of standard morphological tag-
set and corpora for the Russian language for tagger evaluation.

This work aims to combine comprehensive morphological description provided
by ABBYY Compreno system [Anisimovich et al., 2012] and quite sophisticated ma-
chine learning techniques used by the novel English POS taggers.

Its evaluation was performed during the RuMorphoEval-2017 competition which
was designed to provide a standard tagset and corpus for taggers comparison purposes.

2. Proposed Method

2.1. Russian Morphological Model

The most notable distinction of the proposed approach is the usage of the rich
morphological model of the Russian language. It consists of a vast number of morpho-
logical paradigms and extensive lexicon. The dictionary consists of about 240 thou-
sand of lexemes which provide us more than 3.5 million of words.

Such a significant number of words could be stored quite compactly based on the in-
formation about the words’ paradigms. These paradigms contain information about the
grammatical value of dictionary word and its inflexion. Therefore, we can store in the dic-
tionary only the lexemes and the paradigms and obtain the needed word by composing this
information. Overall, there were identified more than three thousand Russian paradigms.

As a result, usually, the words in corpora can be found in the lexicon and anal-
ysed by the provided morphological model. However, this analysis is not unambigu-
ous: most of the words are homonymous.

This ambiguity may take place between the words of the same lexeme. For in-
stance, “cron” (“table”) can be either nominative or accusative form. Also the ambigu-
ity can appear between the words of different lexemes: “ctekso” may be both noun
(“glass”) and verb (“to flow down”).

To deal with the ambiguity, we need to use context information. In the next sec-
tions, we are going to describe the method used to choose the correct analysis.
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2.2. Unknown Words Processing

Despite the size of the provided lexicon, there are many out of vocabulary
words in the texts. The most obvious examples of such words are named entities and
neologisms.

To lemmatize such words, we use the following technique. We are constructing
a set of pseudo-forms—hypothetical analyses of the given word. Then we are sorting
them by their quality—the probability that the word is in such paradigm.

During the first step, we have to obtain all pairs of stem and paradigm conformed
to our language model. As a result, we are going to receive the grammatical value
of the word and its inflexion.

The stem of the word is its part without ending. All potential endings of the word
can be found in the language description. Moreover, for each ending we can collect
all possible paradigms—that is all paradigms where such ending occurs. Therefore,
we get few stems with a limited number of paradigms agreed with the stem according
to the language model.

Thus, we build a set of hypotheses—more than half of thousand in average. The
next step is their ranking. The key element of the sorting is the usage of N-gram sta-
tistics of suffixes of word’s stems. It based on the assumption that new words should
contain patterns similar to some fragments of existing ones. Then it is likely to find
these patterns in the suffixes of dictionary words.

Therefore, we should prefer forms that maximise the following function:

Q(form) = P(paradigm(form), suf fix(form))

Such probability can be estimated by corpora information.
Still, to improve the ranking, we should use the context information in a similar
way as in the case of dictionary words.

2.3. Features

In our model following features are incorporated.

Grammatical value. Obviously, the information about the grammatical values
of context words is vital in determining the grammatical value of the analysed word.
We store these grammatical values of a word in the vector of size equals to the overall
number of available grammemes. It means that each component of this vector corre-
sponds to some grammeme.

However, as was mentioned in section 2.1, practically each morphological analy-
sis contains some homonymy. So we write into the vector the estimated probability
of each grammeme. The probability is calculated using the sum of frequencies of the
morphological forms contains such grammeme.

For instance, consider the word “ctyn” (“chair”). It is a nominative form with fre-
quency equals to 1.03-107° or accusative form 8.15-1077 frequency. Thi leads us to the
quality of the accusative grammeme calculated as

8.15-1077

~ 0.441
8.15-10-7 + 1.03-10-° 0 7
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Ambiguity classes’ probabilities. Another type of features is probabilities
of predicted classes (i.e. word’s possible grammatical values). Such features set soft
constraints on predictions. The probability is proportional to max frequency of form
obtained by morphological analysis of the word.

Punctuation. The binary feature that corresponds to whether particular punc-
tuation mark appears in the particular position in the word’s surrounding.

Word’s case type. The binary feature that says whether the word has proper,
or upper, or lower capitalization.

Suffixes. The binary feature: whether the word has such suffix. Suffixes with
length up to 3 were used during the developing of the model. To reduce the dimen-
sions of the feature space, suffixes with low frequency were pruned: we collected
35 one-letter suffixes, 507 two-letters suffixes and 2316 three-letters suffixes with
considerably large frequency.

Word Embeddings. 250-dimension dense vector corresponding to some word. The
word embeddings technique has proved to be very effective in various NLP-tasks. There
isanumber of state-of-the-art English POS-taggers which utilise the power of the technique.

2.4. Learning Model

Predicted Classes. We enumerated grammatical values encountered in the train
set. It appears to be slightly less than three hundred different categories of grammati-
cal values. Hence, we can formulate the aim of the learning algorithm as a multiclass
classification between the obtained grammatical values.

In this paper, to use a context of the analysed word, we take advantage of the
Bidirectional Long-Short Term Memory neural networks (BiLSTM) [Hochreiter and
Schmidhuber, 19971].

LSTM Classifier. LSTM is a variant of recurrent neural networks (RNNs). The
RNNs use the information from the previous predictions to choose the label of the
current input. Such architecture suits to POS-tagging better than traditional neu-
ral networks. However, it was proved that RNNs suffer from the gradient vanishing
problem [Bengio et al., 1994]. It means that the ordinary recurrent network is aware
only about the inputs from the short-period, but the information from more time steps
is vanishing. LSTMs use gating mechanism to deal with the problem. It helps to the
network to explicitly model long-term dependencies.

Meanwhile, the LSTM’s hidden state stores information only about the previous
words. To obtain the data from both the previous and the next words, we use the
Bidirectional LSTM architecture. Its basic idea is to combine two LSTMs—forward
and backward—and concatenate their output. Such a simple solution has been proven
to be effective in the POS-tagging and similar tasks.

In this work, we decided to use a two-layer Bidirectional LSTM. During the de-
velopment of the model, the additional layer gave obvious improvements in the per-
formance of the LSTM on the validation set. However, it should be noted that such
improvement may not be necessary for the practical usage. With the extra layer, both
the train and the prediction time increases twofold. Moreover, the size of the network
grows up. As a result, the usage of the second layer does not seem to be mandatory.
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Additional Layers. Furthermore, we add a hidden Dense layer with ReLU acti-
vation on top of the LSTMs. This layer should help to handle the nonlinearity of the
problem. The ReLU activation function is designed to deal with gradient vanishing
problem. To connect this layer with the LSTM, we use the TimeDistributed wrapper
from the keras library. This wrapper is used to apply the Dense layer to each word
in the sentence separately.

Output Layer. The output layer is also wrapped by the TimeDistributed layer
and it uses softmax activation function to output the probabilities for each considered
grammar value.

Input Layers. We use few distinct input layers. First of all, we have a Grammemes
input layer. It receives morphological features—the grammatical value, ambiguity
classes’ probabilities and the word’s case type—and information about punctuation.
Overall, we collected 617 different features. It is much lesser than the number of fea-
tures used in most of the state-of-the-art classifiers. The main reason to such small
set is the specificity of neural networks: we hardly can train a network on a large and
sparse feature set. On the other hand, the features obtained by morphological analysis
seem to be strong enough to rely on them.

As stated in section 2.3, we also utilise word embeddings technique. So we have
another input layer to perform it. The model with both word embeddings and mor-
phological features dramatically outperformed the model that uses only the morpho-
logical features.

We have considered the usage of the suffix features. We apply them using the
embedding technique: for each suffix length we create a separate input layer and pass
the input to the embeddings layer.

To reduce the dimensions of word embeddings’ and suffixes’ features, we imple-
ment a preprocessing to each analysed word. We substitute by a star (‘*’) all letters
that do not belong to Russian alphabet or number, punctuation and symbols Unicode
character categories. We replace each digit by zero (‘0’). Finally, we convert each word
to lower case. Such normalization leads to the reduction of the number of possible dif-
ferent word and suffix types.

Regularization. For the regularisation proposes we use Dropout technique
[Srivastava et al., 2014]. We apply dropout to the Embedding layer, to the output
of the LSTMs and inside the LSTM layers. Also, we utilise Batch Normalization [Ioffe,
2015] for the hidden Dense layer. This method helps to achieve faster learning speed
and higher overall accuracy.

Optimizer. As an optimisation algorithm we have chosen the Adam optimizer
[Kingma and Ba, 2014].

Summary. We implemented our model using the keras library* on theano back-
end [Bergstra et al., 2010].

The Fig. 1 illustrates the basic structure of our neural network with parameters
corresponded to the keras parameters.

! From keras library: https://github.com/fchollet/keras/
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input: (None, None)

input: | (None, None, 617) Words: InputLayer

Grammemes: InputLayer
output: | (None, None, 617) output: (None, None)

l l

Grammemes Masking input: (None, None, 617) Embedding(input_dim=25000, output_dim=250, input: (None, None)
(mask_value=0.) output: | (None, None, 617) dropout=0.2, mask_zero=True) output: | (None, None, 250)
input: [(None, None, 617), (None, None, 250)]
LSTM Input: Merge
output: (None, None, 867)

l

Bidirectional LSTM (dropout_W=0.2, dropout_U=0.2,
merge_mode="concat’) output: | (None, None, 1536)

l

Bidirectional LSTM (dropout_W=0.2, dropout_U=0.2,

input: (None, None, 867)

input: | (None, None, 1536)

merge_mode="concat’) output: | (None, None, 1024)
: L input: (None, None, 1024)
TimeDistributed(Dropout(0.2))
output: (None, None, 1024)
L input: (None, None, 1024)
TimeDistributed(Dense)
output: (None, None, 512)
§ L L input: (None, None, 512)
TimeDistributed(BatchNormalization)
output: (None, None, 512)
. Lo L input: (None, None, 512)
TimeDistributed(ReLU Activation)
output: (None, None, 512)

§ o o input: | (None, None, 512)
TimeDistributed(Dense (Softmax activation)) : Output layer
output: | (None, None, 286)

Fig. 1. Structure of the neural network

3. Model Development

The model was trained during participation in the MorphoRuEval-2017 competi-
tion?. In this competition the multiclass accuracy is used as the metric.

3.1. Tagset

The competition used slightly modified Universal Dependencies tagset®.
Our morphological description is based on other tags, so we wrote a converter
from our grammatical values to the required tagset. The convertor’s mapping sets the

2 https://github.com/dialogue-evaluation/morphoRuEval-2017

3 http://universaldependencies.org/ru/feat/all.html
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one-to-many relationship between our grammemes and the grammemes in the Uni-
versal Dependencies. It means that in some cases we convert our grammatical value
to a few Universal Dependencies grammatical values with frequencies equal to the
frequency of the initial grammatical value.

The converter is used in two ways. First of all, it is applied to obtain the set of am-
biguity classes’ probabilities. It seems acceptable to have an additional ambiguity due
to the conversion process. Besides, we used the converter to train our model on ad-
ditional corpora that were tagged with our tagset.

3.2. Training Data

As an additional corpora, we used a subset of Russian Wikipedia and parallel
corpus of translated English novels. The Wikipedia corpus contains more than 3 mil-
lion tokens. From the corpus of novels, we extracted subcorpus with about 30 million
tokens. We used ABBYY Compreno system to perform tagging of the texts.

Besides, we used GICR texts with Universal Dependencies tagset*. This corpus
consists of about one million tokens. It contains sentences from different social media
sources.

3.3. Sentences padding

We use LSTMs to be able to deal with the whole sentence during classification
stage. However, this neural network requires a three-dimensional tensor as an in-
put. Due to inequality of the sentence lengths, we are not able to store the train data
in one tensor without any changes. One of such possible changes is padding method:
we choose the maximum sentence length and pad (i.e. add zeros to) all shorter
sentences.

In addition to padding, we use a masking mechanism: we restrict the network
from training on the padded elements.

The padding may drastically expand the size of the train data: with large maxi-
mum sentence length, we would usually waste memory on the zeros in the short sen-
tences. To reduce the usage of memory, we divided all sentences into a few groups
with different length: the sentences with up to 6, from 7 to 14, from 15 to 25, from
26 to 40 and more than 40 words.

3.4. Word Embeddings

As a baseline, we used randomly uniformly initialized embeddings for the first
5000 most frequent words with output dimension equals to 250. Surprisingly, the
pretrained word embeddings (about 470 thousand words and 200-dimension output
vector) had not given any enhancement. We decided to use randomly initialized em-
beddings of the 25 thousand most frequent words only.

4 https://github.com/dialogue-evaluation/morphoRuEval-2017/blob/master/GICRYA_texts.zip
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3.5. Model Training

To evaluate the quality of the model, we divided the GICR data into train and
validation set at a ratio of 2 to 1.

The model development was performed in the following way. Firstly, we have
experimented on the GICR texts to obtain optimal network architecture and the best
set of hyperparameters. Then we have used the additional corpora to improve the
achieved results. Also, we have experimented with extra layers and increased number
of neurones on the additional data.

During the first stage, we found out the effectiveness of the network’s architec-
ture described in Fig 1. We achieved 96.31% accuracy on the validation set.

The additional suffixes features increased the accuracy up to 96.41%.

The usage of the extra Wikipedia subcorpus helped to improve the classifier
quality to 96.78%. At the same time, the model trained on the Wikipedia only man-
aged to achieve only 93.24%. The reason for such poor quality seems to be the case
of the known fact: the accuracy of tagger trained on one text genre drops dramatically
on other genres [Giesbrecht and Evert, 2009].

To deal with the problem, we applied the technique known as fine tuning.
We used the weights of the model pretrained on the Wikipedia to initialize weights
of the model and trained the model on GICR. That led to 97.43% accuracy.

We exploited this method to train the model on our novels subcorpus. The model
trained on the novels subcorpus only was able to reach 95.36% accuracy. Fine tuning
of this model on the GICR texts gave 97.78% accuracy, which is our best result on the
validation set.

The Table 2 summarises the performance of the model achieved by usage of dif-
ferent train sets.

Table 2. Accuracies of the model trained on different
corpora achieved on the validation set

Accuracy on the

Model Train corpus validation set

Basic model GICR 96.31%
+ suffix features | GICR 96.41%
+ suffix features | Wiki 93.24%
+ suffix features | GICR + Wiki 96.78%
+ suffix features | pretrained on Wiki, trained on GICR 97.43%
+ suffix features | Novels 95.36%
+ suffix features | pretrained on Novels, trained on GICR 97.78%
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4. Evaluation

The evaluation was performed on three different genres of texts: fiction texts®,
news texts® and social networks texts’.

4.1. Achieved Results

Our system received the following results:

Table 1. Performance of the model evaluated on MorphoRuEval-2017 test data

accuracy # correct | accuracy # correct
genre |bytokens | # tokens |tokens by sentences | # sentences |sentences
fiction| 97.45% 4,042 3,939 81.98% 394 323
news 97.37% 4,179 4,069 87.71% 358 314
social 96.52% 3,877 3,742 81.34% 568 462

The accuracy by sentences metric shows the fraction of sentences where each
word was tagged correctly.

The degradation of performance on the social media texts should be the case of the
genre differences between the train and test sets. Besides, the design of our algorithm
leads to better performance on texts with proper spelling and good grammar. Frequent
misspellings in the social media text limit the ability of the method to use the lexicon.

4.2. Errors Analysis

Table 3 shows the most frequent mistakes that our algorithm made during the
MorphoRuEval-2017 competition. The “Number of occurrences” column shows fre-
quency of the correct tag in the test selection, the “Number of error” column shows the
number of cases when another tag was mistakenly predicted.

Table 3. Frequencies of the most common errors made by our system

Correct tag | Number of occurrences | Predicted tag Number of errors
Nominative 2,650 | Accusative 60
Accusative 1,644 | Nominative 37
Plural 2,777 | Singular 28
Nominative 2,650 | Genitive 19
DET 656 | PRON 14
PRON 1,133 | DER 11

® From magazines.russ.ru
5 From lenta.ru

7 From vk.com
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About 30% of all mistakes are the result of the ambiguity between nominative and
accusative cases. The architecture of our network was designed to deal with such ambi-
guity by usage of the whole context of the word. However, even LSTM networks cannot
perform well on long dependencies (which is a case of the gradient vanishing described
in the 2.4 section). On the other hand, the system tends to follow the agreement between
the tag of noun and its modifiers. Therefore, the incorrectly chosen tag of a noun usually
leads to errors additional errors in the predicted grammatical value of the modifiers.

The mistakes in the determination of the number of nouns are also quite fre-
quent—around 11% of all errors. For example, word “crioprcmenku” may be singu-
lar and in the genitive case (“sportswoman”) or plural and in the nominative case
(“sportswomen”).

Another type of common errors is connected with distinguishing between some
determiners and pronouns. Word “ero” can have either “on” (“he”) or “ero” (“his”)
lemma and be either pronoun or determiner.

However, the fraction of such errors seems to be insignificantly low compared
to the number of occurrences of the correct tags. The resolution of the ambiguity be-
tween the nominative and accusative cases seems to be the main issue of the algorithm.

4.3. Model Parameters Comparison

Using the test data provided by organisers we tested our model with different
parameters.

Table 4 summarises the received results. The Accuracy columns contain the in-
formation about accuracies by tokens and by sentences.

Table 4. Comparison of performance of different models

Fiction News Social
Model Accuracy | Accuracy | Accuracy
Emb(5000)-1LSTM(768)-Dropout(0.2)- 92.75% / | 94.52% / | 92.03% /
WithSuffixes 59.90% 55.59% 60.39%
Emb(5000)-1BiLSTM(768)-Dropout(0.2)- 94.95% / | 97.01% / | 94.30% /
WithSuffixes 69.54% 75.70% 71.30%
Emb(5000)-1BiLSTM(768)-Dense(768)- 95.35% / | 97.20% / | 94.66% /
Dropout(0.2)-WithSuffixes 71.83% 76.82% 73.94%

Emb(5000)-1BiLSTM(768)-2BiLSTM(512)- 95.62% / | 97.37% / | 94.97% /
Dense(768)-Dropout(0.2)-WithoutSuffixes 74.11% 77.65% 74.65%
Emb(5000)-1BiLSTM(768)-2BiLSTM(512)- 95.57% / | 97.37% / | 95.13% /

Dense(768)-Dropout(0.2)-WithSuffixes 73.10% 78.77% 74.47%
Emb(5000)-1BiLSTM(768)-2BiLSTM(512)- 95.30% / | 97.54% / | 95.15% /
Dense(768)-Dropout(0.5)-WithSuffixes 73.35% 79.89% 75.00%
Emb(50000)-1BiLSTM(768)-2BiLSTM(512)- 95.27% / | 97.03% / | 95.00% /
Dense(768)-Dropout(0.2)-WithSuffixes 71.57% 76.54% 74.65%
Final Variant 97.45% / | 97.37% / | 96.52% /

81.98% 87.71% 81.34%
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The names of models reflect the architecture of the used network. “Emb” param-
eter shows the number of words in the embeddings layer. The following parameters
show the types of layers and numbers of neurones in them. The last parameter indi-
cates whether the suffix features were incorporated.

All models except the last one were trained on GICR corpus only. The last (“Final
variant”) refers to the model described in section 3.5.

The model with single LSTM layer shows the worst tagging quality. Obviously, the
context information received from the left context only is not sufficient for proper tagging.

Clearly, the system gains from additional layers: the next two models with a sin-
gle Bidirectional LSTM layer perform worse than more complicated models. On the
other hand, larger embeddings layer (the Emb(50000)-model) also leads to poor ac-
curacy. It can be explained by the lack of train data: we should use much bigger corpus
to train such embeddings.

The increase in the dropout values helps to achieve a little better accuracy. Be-
sides, the suffix features give an improvement in the model’s performance.

It should be noted that the model with single Bidirectional LSTM layer and only
5 thousand words in embeddings achieves good enough results in comparison with
our final model while it is 2.5 times smaller. For some applications, such model could
be more plausible than large but accurate one.

5. Conclusion

We have developed a POS-tagging model for Russian that can achieve high accu-
racy. Our system showed the best results on the MorphoRuEval-2017 competition. The
degradation of its performance on some genres seems to be reasonably insignificant.
Our model takes advantage of vast morphological description and modern machine
learning techniques. Such approach seems likely to bring improvements in the quality
of NLP-analysis systems based on the morphological analysis.
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The semantic analyser SemETAP is a module of the ETAP-3 Linguistic Pro-
cessor. It uses 2 static semantic resources—the combinatorial dictionary
and the ontology. The former contains multifarious information about the
words, and the latter stores extralinguistic (world) knowledge on the con-
cepts and serves as the metalanguage for semantic description. World
knowledge is needed, on the one hand, to enhance text analysis, and, on the
other hand, to extract implicit information by means of inference. Both
words and concepts are supplied with semantic descriptions. A semantic
description consists of a definition in a formal language, which can option-
ally contain implications and expectations. For user’s convenience, the de-
scription may also be provided by examples and a definition in NL. Semantic
descriptions of several words and concepts are given.

Keywords: language model, ontology, deep text analysis, semantic defini-
tions, implications, expectations

1. SemETAP Semantic Analyser

Semantic analyser, called SemETAP, is a module of the ETAP-3 multifunctional
linguistic processor. Its goal is to provide semantic interpretation of texts using lin-
guistic and world knowledge. Examples of how SemETAP operates can be found
in Boguslavsky et al. 2015 and Boguslavsky 2016. Semantic descriptions of words and
concepts are a key component of SemETAP. The content and the format of these de-
scriptions are determined by the design and the goals of SemETAP. Its main features
are as follows.

* Rule-based approach. The system is mostly knowledge-based, although some
modules contain data-driven components.

 Stratification. Each sentence is represented by a series of structures, which cor-
respond to various representation levels. These are (a) Morphological structure,

(b) Syntactic structure, (c) Normalised syntactic structure, (d) Basic semantic

structure, and (e) Enhanced semantic structure.

* Balance between the rules and the dictionary. Linguistic knowledge is distrib-
uted among two resource types—static (dictionaries and ontology) and dynamic

(sets of rules), which interact strongly.
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* Linguistic and world knowledge. As opposed to many other semantic processing
systems, including advanced semantic parsers, such as StanfordCoreNLP?, Boxer?,
WASP? and KRISP*, SemETAP uses not only linguistic but also world knowledge.
We share this approach with several other knowledge-oriented projects, which
also rely on using detailed semantic and ontological information (cf. e.g. Pustejo-
vsky 1991, Nirenburg and Raskin 2004, Mairal and Usén 2009, Anisimovich et al.
2012, Cimiano et al. 2014). Semantic descriptions created for SemETAP are dis-
tributed between the Combinatorial dictionary and the Ontology. Both resources
use the same metalanguage, based on the ontological elements.

* Focus on inference. We assume that the level of text understanding achievable
by the semantic analyser is determined by the amount of inferences the system can
draw. Therefore, the major goal of the analyser is twofold: it should (a) construct the
Basic Semantic Structure (BSemS) of each sentence, and (b) draw all possible infer-
ences from BSemS, which results in the Enhanced Semantic Structure (EnSemS).

Among the inferences envisaged in semantic descriptions, we distinguish be-
tween strict logical entailments (implications) and plausible expectations. Both play
an important role in interpreting coherent discourse and dialogues. An implication
of an utterance is an inference that is necessarily true. For example, sentence John
broke the cup necessarily implies that the cup has lost its integrity. A plausible expecta-
tion takes place when a certain state-of-affairs can be expected in the given situation
but it is not obligatory. When somebody says that John dropped the cup we can reason-
ably expect that the cup will be broken, but we will easily accept the opposite. Some-
times, an utterance allows for both types of inference. For example, the literal meaning
of the sentence John went to the university (at moment t) that constitutes its BSem$S
is that at t John began moving towards the university with the aim of being there. Out
of this BSemS, one can draw two conclusions that differ in power. The first one has the
status of a logical entailment and hence is completely true: “at t John ceased to be at the
initial point of his movement”. The second inference is merely a plausible expecta-
tion: “it can be expected that at some later moment t1 John will be at the university”.
It can be shown that during the interpretation of discourse, plausible expectations play
an even greater role than logical implications. Apparently, it is plausible expectations
that mostly guarantee text coherence and help restore omitted pieces of information.
For example, the sentence Mother asked me to repair the fence does not logically im-
ply that the fence has been repaired. However, this is a plausible expectation entailed
by the meaning of asked. Therefore, we perceive the following dialogue as coherent:
What were you doing yesterday?—Mother asked me to repair the fence. Although the
reply does not give a direct answer to the question, the hearer extracts the answer due
to the expectation generated by asked. In compiling semantic descriptions, we tried
to pay special attention both to implications and to plausible expectations.

1 http://nlp.stanford.edu:8080/corenlp/
2 http://www.let.rug.nl/bos/pubs/Bos2015NoDaLiDa.pdf
3 http://www.cs.utexas.edu/~ml/wasp/

4 http://www.cs.utexas.edu/~ml/krisp/
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2. Ontology and Combinatorial dictionary

As mentioned above, the system disposes of two semantic resources—the Combi-
natorial dictionary and the Ontology. The Ontology plays a double role in the project.
On the one hand, it serves as a structured source of world knowledge; on the other hand,
ontological elements (concepts, instances, ontological relations) constitute a unique
metalanguage of semantic description. This means that all sense-bearing text elements
should be interpreted in ontological terms. This makes the task of establishing the links
between the dictionary and the ontology far from trivial (Boguslavsky et al. 2010).

Combinatorial dictionary has a ramified structure and contains many types
of information (Apresian et al. 2003). It is distributed among the following zones:

1 Lexeme name
Syntactic features
Semantic features
Government pattern (subcategorization frame)

Lexical functions
Zones of translation to another language—a separate zone for each working
language (English, German, Spanish, Korean, UNL, Ontology-based seman-
tic language)®

6.1 Default equivalent

6.2 Translation rules
7  Other types of rules operating at various stages of processing.

Ul A WN

Dictionary entry zones relevant for this paper are the Semantic features zone (3),
Government pattern (4) and the Semantic language zone (6).

Semantic features are used in all ETAP-3 options, including semantic analysis.
They are referred to by the rules of various types, first of all by semantic agreement
rules. Until recently we used a set of 57 features. Last year these features were re-
placed by ontology concepts, which allow a much more detailed representation of se-
mantic properties of words. One of the consequences of this operation is that semantic
restrictions in the government pattern can now be formulated in terms of ontological
concepts and not in terms of semantic features used before.

If the word has valencies, its syntactic government pattern is supplemented by the
semantic one, to show which element of BSemS corresponds to each syntactic actant.

Zone 6 of the entry gives a semantic equivalent of the word. If the word has a direct
correspondence among the ontology concepts, it is given in zone 6.1 “Default equivalent”.
The semantics of this concept is described in the ontology. If the ontology contains no di-
rect equivalent of the word, and its introduction is not expedient for any reason, semantic
description of the word is given in zone 6.2 by means of a full-fledged BSemS. The choice
between these alternatives depends on various considerations on which we cannot dwell
here. Still, this choice is often a matter of convenience, because both the words and the
concepts are described in the same metalanguage and according to the same principles.

5 ETAP-3 is a multilingual system, and the dictionary is designed so as to permit each word
to be translated to several languages. For each translation language, the dictionary entry has
a special zone. For this paper, only translation to the semantic language is relevant.
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OntoEtap ontology is built on the basis of the popular and freely download-
able SUMO ontology (www.ontologyportal.org), which we supplemented by a con-
siderable amount of data necessary for semantic analysis of natural languages (Bo-
guslavsky 2011). An important property of all ontologies, which we actively exploit,
is the top-down inheritance of all properties.

From the formal point of view, a semantic structure is a set of triples of the
type relation(Ontoelement-1,0ntoelement-2), where relation is an object
or data property of the ontology, and Ontoelement-i is a variable or a constant de-
noting a concept or an instance. This rdf-formalism was chosen because, on the one
hand, itis very flexible and expressive, and on the other hand, it is supported by a wide
range of tools and is easily integrated with many Semantic Web applications.

3. Semantic descriptions of words and concepts

As mentioned above, semantic descriptions of words and concepts are carried out
in the same semantic metalanguage and according to the same principles. As of now,
we described a number of concepts and Russian words belonging to various semantic
classes®: mental predicates (want, patience, understand), events (ball, examination,
interview), instruments (saw, axe, frying-pan), animals (dog), plants and fruit (apple,
olive), body parts (hand, face, breast, pelvis), time (noon, midnight, soon), subjective
attributes (cautious, dangerous, sympathetic, daring), natural phenomena (frost, hot
weather, cool weather), emotional states (anger, grieve, resentment), transport (air-
plane, helicopter), organizations (restaurant, library), and some other.

In completeness and detail, semantic descriptions are close to modern lexico-
graphic definitions, but often surpass them in the amount of world knowledge. How-
ever, these descriptions do not replace encyclopedia. We include only such world
knowledge that may be useful for commonsense reasoning—although clear boundar-
ies are obviously very difficult to draw.

As an illustration, we provide a layout for the description of physical objects.
In parentheses, we give corresponding ontological relations. Aspects to be taken into
account while describing an Object include the following:

* parts of the Object; obligatory (hasPart): bird—wing, house—roof; or typical

(hasTypicalPart): house—attic, loft, cellar.

* something that the Object is part of (inverse to hasPart and to hasTypicalPart—
isPartOf, isTypicalPartOf): window—building, transport.

* typical size (height, weight ...) of the Object (hasSize, hasHeight, hasWeight, ...):
apple—10 cm.

 typical material or an object the Object consists or is made of (isMadeOf): book—
paper, book cover—cardboard, fruit juice—fruit, porc—pig.

 thingsthatare typically made of the Object (inverse to isMadeOf—isMaterialFor):
fruit—juice, milk—cheese, timber—furniture, wood—furniture, gold—jewelry.

e typical form of the Object (hasForm): pill—round.

5 For simplicity, we represent examples with English words rather than concept names or Rus-
sian words.
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* typical colour of the Object (hasColour): apple—red, green, yellow.

* typical location of the Object (hasTypicalLocation): fish—in a natural body of wa-
ter or in an aquarium, fruit—in the orchard, cloudberry—in the tundra.

* typical origin (hasOrigin): avocado—Southern region, camembert—France.

* major predestination of the Object (hasFunction): axe—chop (as an instru-
ment), pen—write (as an instrument), food—eat (as an object), beverage—drink
(as an object). The predestination of hen for being eaten is accounted for by the
fact that it is included not only in the class Poultry (which does not have any
predestination) but also in the class Food (which does) and inherits hasFunction
Eating (as an object) from this class.

* situations in which the Object frequently takes part, different from the main
predestination (participatesIn): axe—draw nails (as an instrument), knife—kill
(as an instrument), hen—boil, fry, feed (as an object), lay eggs (as the subject).

Some of these data, such as the typical location or frequent situations are placed
in the section Expectations (see below), if the probability of their being true in all
cases is not high enough.

In a general case, a semantic description contains the following sections:

1. Examples.

2. Definition or explanation in natural language.

3. Definition in a formal language, which may include Implications and Expectations.

The first two sections are intended for humans and written in natural language,
and the third section is written in the formal language and used for semantic analysis
and inference. From the formal point of view, the definition is a rule whose left part
is the word (or a concept) and possibly a set of conditions, and the right part is a BSemsS.

Below are several semantic descriptions of words and concepts of different
classes supplied with detailed comments.

4. Examples of semantic descriptions

Below we will illustrate semantic descriptions by one word (pomogat’ ‘to help’)
and several concepts.

4.1. Pomogat’ ‘to help’

We will take the word pomogat’ ‘to help’ in its major sense represented in ex-
amples (1)—(4). In square brackets are elements of BSemS (which will be explained
below) corresponding to the actants of pomogat’.

Examples:

(1) Kolja [Agent1] pomogaet Mashe [Agent2] reshat’ [Event2] zadachu.
‘Kolja [Agent1] helps Masha [Agent2] solve [Event2] the problem’

(2) Uchitel’ [Agent1] pomogaet ucheniku [Agent2] v vybore [Event2] temy dlja
sochinenija.
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‘the teacher [Agent1] helps the pupil [Agent2] to chose (lit. in the-choice of)

[Event2] the topic for the composition’

3)
[Object1].

On [Agent1] pomog mne [Agent2] s perevodom v Moskvu [Event2] i s zhiljem

‘he [Agent1] helped me [Agent2] with the transfer to Moscow [Event2] and

with the lodging [Object1]’
@

On [Agent1] vsegda gotov pomoch den’gami [Object2] i sovetom [Event4].

‘he [Agent1] is always willing to help with money [Object2] and advice

[Event4].
NL definition:

“Agent] has the goal of doing Event2 or obtaining Object1. Agent2 has the goal
of facilitating this to Agentl. Therefore Agent2 is doing Event4 or is giving Object2
to Agentl. It is good for Agent1 that Agent2 is doing this”.

Formal definition:

To make the formal definition more illustrative, we will represent it by a com-

mented table.

Pomogat’ —

hasObject(?Goall, ?Agent1)

hasObject2(?Goall, ?Event1)

hasAgent(?Event1,?Agent1)

?Agentl has the goal of performing
?Eventl,

hasAlternative(?Event1, ?Event2)

which is either ?Event2 (solve in (1),
chose in (2), transfer in (3))

hasAlternative(?Event1,?Getting) or getting
hasObject(?Getting,?Object1) ?0bjectl (lodging in (3))
hasObject(?Goal2,?Agent2) ?Agent2 has the goal of
hasObject2(?Goal2,?Facilitating) facilitating
hasObject(?Facilitating,?Event1) ?Eventl
hasBeneficiary(?Facilitating,?’Agent1) for ?Agent1

hasAgent(?Event3,?Agent2)

?Agent2 performs ?Event3

hasAlternative(?Event3,?Event4)

which is either ?Event4 (advice in (4))

hasValue(?EvalModality, HighDegree)

hasAlternative(?Event3,?Giving) or giving
hasObject(?Giving,?Object2) ?0Object2
hasRecipient(?Giving,?Agent1) to ?Agentl
hasObject(?EvalModality, ?Event3) ?Event3 is good
hasBeneficiary(?EvalModality, ?Agent1) | for ?Agent1

Implication: if POMOGAT' = past,perf, then Agent2 performed Event3 and Agent1

performed Eventl.

Petr pomog Mashe reshit’ zadachu — Masha reshila zadachu
‘Petr helped Masha solve the problem’ —» ‘Masha solved the problem’
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Uchitel’ pomog ucheniku v vybore temy — Uchenik vybral temu
‘The teacher helped the pupil choose the topic’ = ‘“The pupil chose the topic’

On pomog mne s perevodom v Moskvu — Ja perevelsja v Moskvu
‘He helped me with the transfer to Moscow’ — ‘I transferred to Moscow’

On pomog mne s ghiljem — Ja poluchil zhilje
‘He helped me with the lodging’ — ‘I got the lodging’

On pomog mne den’gami i sovetom — On dal mne den’gi i sovet, i ja sdelal to,
chto xotel sdelat’

‘He helped me with money and advice’ —» ‘He gave me money and advice, and
I did what I wanted to’

Note the last example: although the initial sentence does not mention the goal
that Agent2 wishes to achieve, one can infer that the goal has been met.

Expectation: if POMOGAT' =nonpast or imperf, then it can be expected that:
Agent2 performs Event3 and Agent] performs Eventl.

Petr pomogaet (pomozhet) Mashe reshit’ zadachu — It can be expected that:
Masha reshit zadachu.

‘Petr helps (will help) Masha solve the problem’ — It can be expected that:
‘Masha will solve the problem’

Below are descriptions of concepts.

4.2. Apple

Example:

Eva sorvala s dereva jabloko i ugostila Adama
‘Eva plucked an apple and gave it to Adam’

NL definition: “A fruit as big as a fist growing on apple tree, of round shape. Hav-
ing a red, yellow or green colour, contains juicy flesh, peel, small brown seeds, good
for health, of sweet or sour-sweet taste”.

Formal definition:

Apple(?Apple) — If there is an instance ?Apple of the
Apple concept, then:
Fruit(?Apple) it belongs to the Fruit class. The latter,

in its turn, belongs to the Food class,
whose predestination is being eaten. The
description of Eating includes the propo-
sition that the goal of eating is to satisfy
hunger or to enjoy. All these data are
inherited by Apple and other Fruit.
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hasObject(?BeFruitOf, ?Apple)

hasObject2(?BeFriutOf, ?AppleTree)

Apple is a fruit of an apple tree.

hasPart(?Apple, ?Thing1)

hasSubset (?Thing1, ?Seed)

hasSize(?Seed, Small)

hasColor(?Seed,Brown)

hasSubset (?Thing1, ?Stem)

hasSubset (?Thing1, ?Skin)

hasSubset (?Thing1, ?Juice)

Here major parts of an apple are listed:
- seeds, which are:
small
brown
- stem
- skin
- juice

hasObject(?HavingSize,?Apple)

hasValue(?HavingSize,
?LinearMeasure)

inUnit(?LinearMeasure, Centimeter)

hasNumericalValue(?LinearMeasure,
10)

Here the size of a typical apple is given.
Since our descriptions are intended for
commonsense reasoning, we prefer

to describe the size of objects in abso-
lute numbers, though approximate,
and not by means of anthropomorphic
reference (“size of a fist”), as it is done
in lexicography.

The typical size of an apple is about

10 centimetres.

has Attribute(?Apple,?Attribute)

Apple has several attributes:

hasSubset(?Attribute, ?ColorAttribute)

- colour,

hasSetOrAlternative(?ColorAttribute,
Red)

which can be red

hasSetOrAlternative(?ColorAttribute, yellow or
Yellow)
hasSetOrAlternative(?ColorAttribute, green

Green)

hasSetOrAlternative relation denotes
non-exclusive disjunction, as opposed
to hasAlternative, which corresponds
to exclusive disjunction

hasSubset(?Attribute, Round)

- round shape

hasSubset(?Attribute,? TasteAttribute)

- taste, which can be

hasAlternative(?TasteAttribute, Sweet) | sweet or
hasAlternative(?TasteAttribute, sour-sweet
Sour-sweet)

hasSubset(?Attribute, GoodForHealth) - good for health
hasSubset(?Attribute, Juicy) - juicy
hasSubset(?Attribute, Crisp) - crisp
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Expectations:

participatesIn(?Apple,?Eating)

Typical situations in which apples
participate:

hasObject(?Eating,?Apple)

- Eating (as an object) (inherited from
Food)

participatesIn(?Apple, ?Baking)

hasObject(?Baking, ?Apple)

- Baking (as an object)

participatesIn(?Apple, ?Squeezing)

hasObject(?Squeezing, ?Apple)

hasResult(?Squeezing, ?AppleJuice)

- squeezing apple juice

participatesIn (?Apple, ?Making)

hasObject(?Making, ?Thing?2)

- Making such objects as:

hasSubset(?Thing2, ?ApplePie) ApplePie
hasSubset (?Thing2, ?AppleJam) AppleJam
hasSubset (?Thing2, ?Cider) Cider

isMaterialFor(?Apple, ?Thing2)

Apple participates in the manufacturing
of these objects as an ingredient

hasTypicalLocationAt(?Apple, ?Thing3)

Typical places where one can find Apple:

hasAlternative(?Thing3, ?Orchard)

- Orchard

hasAlternative (?Thing3, ?AppleTree) - AppleTree
hasAlternative (?Thing3, - GroceryStore
?GroceryStore)

hasAlternative (?Thing3, ?House) - House
hasAlternative(? Thing3, ?Bowl) - Bowl
hasAlternative (?Thing3, ?Fridge) - Fridge

4.3. Heating

Example: Nagrevaem smes’ do kipenija, a potom oxlazhdaem ‘we heat the mixture
until it boils and then cool it’. Prodavcy tropicheskix rybok obogrevali akvariumy kero-
sinovymi lampami ‘the sellers of tropical fish heated aquariums with oil lamps’.

NL definition: “The temperature of ?Object increases from ?Quant1 to ?Quant2”

Formal definition:

Heating(?Heating) —

if there is an instance ?Heating
of Heating, then:

IncreasingProcess(?Heating)

it belongs to the IncreasingProcess
class

hasObject(?Heating, ?Object)

there is an Object that undergoes this
process

hasTime(?Heating, ?Timelnterval)

over the time interval ?Timelnterval

begins(?Timel, ?Timelnterval)

?Timel is the beginning
of ?Timelnterval

ends(?Time2, ?Timelnterval)

?Time2 is the end of ?Timelnterval
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hasObject(?HavingTemperaturel, ?Object)

hasValue(?HavingTemperaturel, ?Quant1)

TemperatureMeasure(?Quant1)

hasTime(?HavingTemperaturel, ?Timel)

at ?Timel ?Object’s temperature
is equal to ?Quant1

hasObject(?HavingTemperature2, ?Object)

hasValue(?HavingTemperature2, ?Quant2)

TemperatureMeasure(?Quant2)

hasTime(?HavingTemperature2, ?Time2)

at ?Time2 ?Object’s temperature
is equal to ?Quant2

greaterThan(?Quant2, ?Quant1)

?Quant? is greater than ?Quant1

4.4. HeatingDevice

Example: Nagrevatel’noe ustrojstvo USP-2 prednaznacheno dlja podogreva plastin
na raznyx stadijax analiza ‘the heating device USP-2 is intended for heating plates

at various stages of the analysis’.

NL definition: “A device that serves as an instrument of heating something, e.g.
electric heaters, heat lamps, ovens, stoves, etc.”

Formal definition:

HeatingDevice(?HeatingDevice) —

if there is an instance ?HeatingDevice
of HeatingDevice, then:

Device(?HeatingDevice)

?HeatingDevice belongs to the ?Device
class

hasFunction(?HeatingDevice, ?Heating)
hasInstrument(?Heating,
?HeatingDevice)

The function of ?HeatingDevice consists
in serving as an instrument in the
?Heating process

4.5. Stove

Example: Nekotorye pechi rabotajut na neetilirovannom benzine ‘some stoves are

fuelled with unleaded petrol’.

NL definition: “A device used for heating a room or for cooking, which works
by burning wood, coal, oil, petrol or gas or is powered by electricity”.

Formal definition:

Stove(?Stove) —

If there is an instance ?Stove of the
Stove concept, then:

HeatingDevice(?Stove)

it belongs to the HeatingDevice
class

hasFunction(?Stove, ?Heating1)

serving for heating is inherited

hasInstrument(?Heatingl, ?Stove)

from HeatingDevice (cf. above)

hasGoal(?Heating1, ?Event1)

in the Stove, the heating is made
either for
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hasSubsetOrAlternative(?Eventl, ?Heating2) | heating buildings or parts thereof
hasObject(?Heating2, ?StationaryArtifact) (StationaryArtifact)
hasSubsetOrAlternative(?Event], ?Cooking) | or for cooking, or for both
isResultOf(?Heating, ?Event2) Heating is obtained either by
hasAlternative(?Event2,?Burning) - burning
hasObject(?Burning,?Substance) wood or
hasAlternative(?Substance, ?Wood) coal or
hasAlternative(?Substance,?Coal) oil or
hasAlternative(?Substance,?Qil) petrol or
hasAlternative(?Substance,?Petrol) gas
hasAlternative(?Substance,?Gas)

hasAlternative(?Event2,?Using) - or by using electricity
hasObject(?Using,?Electricity)

4.6. Organization
Example: Many international organizations have their headquarters in Geneva.

NL definition: “Group of people whose activity is coordinated to attain common
goals”.

Formal definition:

Organization(?Organization) —

Group(?Organization) Organization belongs to two
classes—Group
Agent(?Organization) and Agent

hasChief(?Organization,”Human1) Organization has a chief
hasInStaff(?Organization,”Human2) | and staff
hasFunction(?Organization,?Action) | Organization has a primary function—
to do something

4.7. ClientServingOrganization
NL definition: “Organization whose function is to provide services to clients”.

Formal definition:

ClientServingOrganization
(?CS-Organization) —

Organization(?CS-Organization) CS-Organization belongs to Organiza-

tion and inherits all its properties
hasUser(?CS-Organization,?Agent) CS-Organization has users that may be
hasSubset(?Agent,”Human) people or

hasSubset(?Agent, ?Organization) organizations
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hasUserAction(?CS-Organization,?Action)

there is a typical action that a user

of the CS-Organization performs. E.g.
in a shop it is buying things, in a hos-
pital it is receiving treatment and

in a movie theatre it is watching a film.

4.8. Library

NL definition: “Organization that has a collection of sources of information and
similar resources, and makes them accessible to clients”

Formal definition:

Library(?Library)

ClientServingOrganization(?Library)

Library is a subclass of ClientServingOr-
ganization and inherits all its properties
(which we do not repeat here)

belongsTo(?Library, ?PhysicalObject1)
hasSubset(?PhysicalObjectl,
?0rganization)
hasSubset(?PhysicalObject1, ?Region)

Library belongs to Organization

or Region.

The belongsTo slot is often filled in Rus-
sian by adjectives or genitive noun
phrases:

Rajonnaja ‘regional’, gorodskaja ‘city’,
shkol’naja ‘school’, sinodal’naja ‘syn-
odal’, tjuremnaja ‘prison’, Administracii
pregidenta ‘President’s Administration’,
Akademii nauk ‘Academy of Sciences’,
zavodskaja ‘factory’, oblastnaja ‘provin-
cial’, kraevaja ‘territorial’, kafedral’naja
‘departmental’, korolevskaja ‘royal’,
nacional’naja ‘national’, polkovaja ‘regi-
ment’, universitetskaja ‘university’

hasUser(?Library, ?Human)

Users of libraries are also often ex-
pressed in Russian by adjectives:
kursantskaja ‘for cadets’, oficerskaja
‘for officers’, detskaja ‘for children’, ob-
schedostupnaja ‘public’, rabochaja ‘for
workers’

hasFunction(?Library,?Lending)
hasObject(?Lendingl,?ContentBearing
Object)
hasAddressee(?Lendingl,?Human)

The function of the library consists
in lending ContentBearingObjects to its
users.

hasInStock(?Library,?ContentBearing
Object)

Library disposes of ContentBearingOb-
jects of different kinds: books, journals,
newspapers, audios, videos, maps, pat-

ents, etc.
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hasUserAction(?Library,?Intentional
PsychologicalProcess)

hasSubsetOrAlternative(?Intentional
PsychologicalProcess,?Reading)

hasSubsetOrAlternative(?Intentional
PsychologicalProcess,?Listening)

hasSubsetOrAlternative(?Intentional
PsychologicalProcess,?Watching)

hasAgent(?IntentionalPsychological
Process, Human)

hasObject(?IntentionalPsychological
Process,?ContentBearingObject)

What users are doing is
reading

listening to or

watching

these ContentBearingObjects

hasLocation(?Library,?PhysicalObject2)

hasSubset(?PhysicalObject2,
?0rganization)

hasSubset(?PhysicalObject2,?Region)

?Library may be located in an ?Orga-
nization or in a ?Region: moskovskaja
‘Moscow’, domashnjaja ‘home’

hasAboutness(?Library,?Entity)

?Library may cover a definite topic

or domain, which is often expressed
by adjectives: istoricheskaja ‘historical’,
medicinskaja ‘medical’, muzykal’naja
‘musical’, pedagogicheskaja ‘pedagogi-
cal’, politexnicheskaja ‘politechnical’,
spravochnaja ‘reference’, teatral’naja
‘theater’, po obschestvennym naukam
‘social sciences’, estestvennyx nauk
‘natural science’, nauchnoj fantastiki
‘science fiction’.

hasTypicalPart(?Library, ?ReadingHall)

Library often has ReadingHall

Implications:

* hasAboutness(?Library,?Z) - hasInStock(?Library,?Z1)&hasAboutness(?Z1,?Z))
(If Library covers subject domain Z, then ContentBearingObjects it contains have
topic Z, i.e. a historic library contains books on history)

* hasLocation(?Library,?Z)&Organization(?Z) - hasUser(?Library,?Z1)&(hasIn
Staff(?Z,?Z1)/hasUser(?Z,?Z1)) (If Library is located in Organization, its users
are either clients of this Organization or its employees, i.e. users of a university
library are either students or university employees)

5. Conclusion

Our approach to semantic analysis lies within the knowledge-based paradigm.
We are guided by the conviction that using explicit and detailed knowledge on the
language and on the subject domain can be beneficial for many tasks. The compilation
of detailed semantic descriptions, which include both linguistic and extralinguistic
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knowledge, is important in different perspectives. On the one hand, they are needed
for modeling language competence, in the direction of both understanding and
generation. It is no accident that encyclopedic knowledge was included in some en-
tries of the theoretically oriented Explanatory-combinatorial dictionary of Russian
(Mel'chuk et al. 1984). On the other hand, many semantically-aware applications,
including word sense disambiguation, semantic parsing, question-answering, textual
entailment, etc. may also benefit from the availability of this information. Its potential
is even stronger when we think about such knowledge-intensive tasks as common-
sense reasoning, implicit knowledge extraction or bridging anaphora.

Of course, we are aware of the fact that creation of such resources for the lan-
guage at large or even for its large fragment is extremely time- and effort-consuming.
We would certainly prefer obtaining the information needed by some data-driven
technique. However, ontological and semantic information extracted nowadays auto-
matically out of large volumes of data is less than adequate for the tasks we are facing.
We do not see any immediate prospect of automating this process and prefer to carry
it out to the best of our abilities by the means we dispose of now. If future researchers
find ways of automatically extracting such (or similar) information out of data, our
resource may serve as the baseline.

We believe that onto-semantic descriptions of the type proposed in this paper
are a useful step towards accumulating formalized knowledge. Our future efforts will
be directed towards enlarging the stock of these descriptions and testing them in dif-
ferent applications.
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This paper describes experiments on humorous response generation for
short text conversations. Firstly, we compiled a collection of 63,000 jokes
from online social networks (VK and Twitter). Secondly, we implemented
several context-aware joke retrieval models: BM25 as a baseline, query term
reweighting, word2vec-based model, and learning-to-rank approach with
multiple features. Finally, we evaluated these models in two ways: on the
community question answering platform Otvety@Mail.ru and in laboratory
settings. Evaluation shows that an information retrieval approach to humor-
ous response generation yields satisfactory performance.

Key words: computational humor, dialog systems, information retrieval ap-
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Muwenko K. U. (ki mishchenko@gmail.com),
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Ypanbcknn defepasbHbi YHUBEPCUTET,
ExatepunHOypr, Poccua

1. Introduction

Following recent trends in the widespread use of dialog systems like Apple Siri,
Microsoft Cortana, Google Now and others, it becomes important to incorporate sense
of humor into them. Humorous responses can help to deal with out-of-domain queries
which have become an issue for the chatbots. Moreover, jokes that occasionally ap-
pear during interaction can make appear dialog systems more human-like.
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Sense of humor plays a significant role in human-computer interaction. In par-
ticular, (Nijholt, 2002; Khooshabeh et al., 2011) have shown that adding humor ca-
pabilities to conversational agents results in more trustable and attractive interaction
for users. Furthermore, Nijholt (2002) has summarized research according to which
a sense of humor is generally considered a valued characteristic of others and plays
a significant role in some task-oriented interactions, e.g. teaching.

The aim of our study is to examine the effectiveness of information retrieval ap-
proach to humorous response generation. Firstly, we compiled a collection of 63,000
jokes from online social networks (VK and Twitter). Secondly, we implemented sev-
eral context-aware joke retrieval models: BM25 as a baseline, query-term reweight-
ing, word2vec-based, IBM model 1, and learning-to-rank approach with multiple fea-
tures. Finally, we evaluated these model in two ways: on the community question
answering platform Otvety@Mail.ru and in laboratory settings.

2. Related Work

There are two main research directions in computational humor: humor recogni-
tion and humor generation. Stock and Strapparava (2003) have considered the prob-
lem of generating funny expansions for known and unknown acronyms. For known
acronyms the implemented system keeps some words unchanged (usually nouns) and
finds contrasting but similarly sounding words for the remaining ones using WordNet
and other linguistic resources. For unknown acronyms the system starts with a Word-
Net synset and generates a syntactically consistent but semantically incongruous se-
quence of words. Ritchie (2005) has systematized different types of puns and pro-
posed mechanisms for automatic pun generation. Valitutti et al. (2013) have proposed
a method how to make ‘adult’ puns from short text messages by lexical replacement.
A related study (Hong and Ong, 2009) addresses the task of automatic template ex-
traction for pun generation. The extracted templates consist of a syntax structure and
binary relations between words (such as SynonymOf, Compound-word, SoundsLike,
etc.). After the learning stage the authors obtained 27 templates. Best automatically
generated jokes received about the same evaluation scores as the human ones.

The study (Mihalcea and Strapparava, 2006) proposes a method for adding
a joke to an email message or a lecture note and is close to our approach. The solution
exploits an automatically gathered collection of 16,000 one-liners. For a given text
fragment the application finds the semantically closest joke using the latent semantic
analysis (LSA). A small-scale users study showed good performance and reception
of the proposed solution, though even returning a random joke provided relatively
good performance (as an opposite to not adding any joke at all).

Yang et al. (2015) have drawn attention to humor anchors, i.e. words prompting
comic effect, and have addressed the task of humor anchor recognition.

In the field of information retrieval, Friedland and Allan (2008) proposed a do-
main-specific joke retrieval model based on jokes structure and interchangeable word
classes. Surdeanu et al. (2011) investigated usefulness of different linguistic features
for search in large archives of questions and answers for non-factoid questions. The
study does not deal with humorous content, but the approach is still similar to ours.
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Ritter et al. (2011) studied the applicability of a data-driven approach for gener-
ating responses to Twitter status posts. They used phrase-based statistical machine
translation while trying to solve the problem.

In our initial experiments (Blinov, 2016) we evaluated popularity-based rank-
ing (Likes model). This model can be regarded as an analogue of query-independent
ranking based on document authority (e.g. PageRank)—a funny joke is potentially
still funny, even if it is not quite in the context. The model requires only minimal
overlap between a question and candidate responses (one common noun or verb)
and ranks the responses by descending normalized Like scores. However, evaluation
showed that BM25 scoring outperforms simple joke popularity.

3. Data

3.1. Joke Collection

We gathered a collection of jokes from popular humor-related user communities
and accounts on VK, the largest Russian online social network, and Twitter2. We col-
lected posts without media content (images and video) that gained more than 500 “likes”
for VK and at least 1 for Twitter (where “likes” are much rarer). The VK posts longer than
250 characters were eradicated. Table 1 summarizes the sources of the initial corpus.

Table 1. Initial collection of jokes by source

Community/Account | URL Size
F*** Normality https://vk.com/trahninormalnost1 70,647
Evil Incorporated https://vk.com/evil_incorparate 69,431
Witty https://vk.com/ostroym 42,267
Strange Humor https://vk.com/c.umor 44,287
Humor FM https://twitter.com/_humor_fm_ 3,578
About Humor https://twitter.com/abouthumor 332
Drunken Twitter https://twitter.com/drunktwi 15,335
Caucasian Humor https://twitter.com/kavhum 4,988
Funny Radio https://twitter.com/veseloeradio 12,312
Jokes and Anecdotes | https://twitter.com/anecdot_eshe 5,181
Total 268,358

Out of those posts we retained only one-liners and two-turn dialog jokes (see
Examples 1 and 2, respectively), 226,431 jokes total. Then, we removed duplicates
based on similarity of lemmatized bag-of-words representations. This step reduced
collection size drastically—down to 63,293 jokes.

! https://vk.com/

2 https://twitter.com/
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Example 1:
Jlekapcmea mak no0opoxcanu, umo ckopo mut 6ydem oapums ux opyez opyzy
Ha deHb poscdeHUst... dmobblL doxcums 0o caedyruezo......))))))

Drugs have become so expensive that we will soon present them like a birthday
gift... To attain the next anniversary......))))))

Example 2:
— Tbt cnamsb cobupaewsbcs?
— /a, cetiuac, 3akoHuy deslams HUUe20 U NOUJY.

— Are you going to go to bed?
— Yes, now, I finish doing nothing and go.

3.2. CQA Dataset

We also collected a large historical dataset of question-answer pairs from the Hu-
mor category of a popular Russian community question answering platform Otvety@
Mail.Ru®. Each question there can be answered once by any user and each answer
can be rated once by any user (Fig. 1 shows the user interface of the CQA platform).
In addition, the asker can mark an answer as “the best” and then the question will
be tagged as “solved”. The collection that we compiled consists of more than 35,000
questions and more than 200,000 answers.

a Bbl 3HAETE YTO BKOHTaKTE M OOHOKNACHWKN TENEPb 33KPOT A4S
BCEX??

aunmta 'ypy (3894), Bonpoc pewex 6 nHeii Hazan question

uls 1 Hpaeutca M [lognucarecr @ *

TIYULIMA OTBET best answer

@ WuHokenTHit BoTBMUKKI 6 aHeil Hasan
3natok (332)

OnvH 13 cambix DONbLUNX CTPaxXoB MOMNOA&KHW 21 Beka, 3aiTi Ha BKOHTAKTE ¥ YBWASTE UTo
"ike" countCTPaHULY 3a6nokvpoBany.

2 Hpaeurca KommeHTuposats Yaanute

7 OTBETOB

Fig. 1. Otvety@Mail.ru interface

3 https://otvet.mail.ru/humor
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4. Retrieval Models

As a baseline model we chose BM25 (Jones et. al, 2000) scoring, which is based
on textual similarity between queries and documents. Stimuli in this model are
mapped to lemmatized bag-of-words representations without stop words and then are
queried against an inverted index.

One drawback BM25 has is that it requires word overlap between a query and a re-
sponse, while some relevant responses may have no common words with the query.
In the study we propose two models that address this issue: a word2vec-based semantic
similarity model and a learning-to-rank approach using a diverse set of features. We also
propose a Query Term Reweighting model, which is an enhancement of BM25 scoring.

4.1. Query Term Reweighting (QTR)

The proposed approach follows the idea of “humor anchors” introduced in (Yang,
2015). “Humor anchors” are words and phrases that are important for comic effect.
Constituents of “humor anchor” may have low idf weights. For instance, the response
presented in Example 3 will not be ranked high enough by the baseline model because
pronouns have low idf across the corpus, while the approach described below picks
this as its top-1 response.

Example 3:
Question: A npexpacHo 3Haro, kak ¢ moboil pazzosapusams, He yuu meHs!
QTR: Tsl pazzosapusaeuis co MHOU mak, kak 6yomo y mebs ecms aboHeMeHM
8 bobHULY
BM25: Pazeosapusams c eQuHOpozamu.

Question: I know how to talk to you perfectly well, do not teach me!
QTR: You talk to me as if you have a seasonal ticket to a medical center
BM25: To talk with unicorns.

Firstly, we processed dialog jokes from the joke collection using a lemmatizer* (Ko-
robov, 2015). To figure out what kinds of words are important for comic effect, we ana-
lyzed which morphological tags appear frequently in both questions and corresponding
answers. In particular, we used a combination of part of speech and grammatical case.
The most popular tags, without considering prepositions and conjunctions, were nomi-
nal pronouns, nouns in the nominative case, and verbs. Based on the acquired data,
we composed a set of rules described below to adjust weights of anchor words using
empirically derived boosting weights (see Table 2). These rules were applied to every
stimulus before using BM25 weighting. All non-anchor words were excluded, and tf-idf
weights of anchor words were multiplied by the corresponding boost values.

1. Subjects. Since there is a lack of accurate syntactic parsers for Russian, we defined
a subject simply as a noun or a pronoun in the nominative case: a person, a place,
a thing, or an idea that acts or is being described in a sentence (“Mother” in Ex-
ample 4). The subject was appended to a query with the highest boost.

4 https://github.com/kmike/pymorphy2#citing
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Example 4:
Mama Hakpuuana Ha nany.
Mother shouted at dad.

2. Named entities. Words marked as proper names were also considered as main
anchor words (“Russia” in Example 5). These words were added to the query with
the same boost as subjects.

Example 5:
Kax mbt moxcem o6ycmpoums Poccuro?
How can we develop Russia?

3. Question word context. All nouns that were within three-word window with in-

terrogative words (e.g. “who”, “which”, “when”, etc.), like “alcohol” in Example 6,
were added to the query with the highest boost.

Example 6:
Kax ucknouums ankozons?
How to give up alcohol?

4. Anchor word context. We extended the query with adjectives that were gram-
matically related to the subject (“best” in Example 7), as well as objects in a three-
word window with the subject (“dad” in Example 4). An object is a noun, a noun
phrase, or a pronoun that is affected by the action of a verb (a direct object
or an indirect object) or that completes the meaning of a preposition (the object
of a preposition).

Example 7:
Kmo nyuwuii mpenep?
Who is the best coach?

5. Verbs. When the subject was found in a stimulus, we added verbs with a boost
lesser than the boost of objects. Otherwise, verbs were appended with the highest
boost. For instance, in Example 8 the query will be extended by words “do”, “get”
and “pregnant”.

Example 8:
— Ymo desiamb, umobsl He 3abepemeremsb?
— Mos desywika cnum ¢ Opy2umu napHamu, umobbsl He 3abepemeHemsb
0om MeHA.

— What to do to not get pregnant?
— My girlfriend sleeps with other guys to not get pregnant by me.

6. Pronouns. For every first person or second person pronoun in the stimulus, we ap-
pended to the query an “opposite by person” pronoun with the highest boost. For
instance, for the pronoun “I” the opposite one is “you”, for “our”—*“their”, and
so on. The original pronoun was appended to the query with a lesser boost.
In Example 3 the pronouns “I” and “you” and in Example 9 “your” and “my” will
be added to the query.
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Example 9:
— Kakoe meoe 1tob6umoe 6110007
— Moe ntobumoe 62110000 — MAKAPOHBL C CbLPOM, NOMOMY UMO UX HA3BAHUE
codepacum peyenm U CNUCOK UH2PedUeHMO08 00HOBPEMEHHO.

— What is your favorite dish?
— My favorite dish is pasta with cheese, because its name contains a recipe and
a list of ingredients at the same time.

Table 2. Empirically derived anchor boosts

Anchor Type Boost

Subject 4.0
Named entity 4.0
Question word context 4.0
Inflected pronoun 4.0
Verb (no subject) 4.0
Anchor word context 3.0
Verb 2.5
Pronoun 1.5

4.2. Word2vec-Based Document Embeddings

The word2vec (Mikolov et al., 2013) method is a way to obtain word vectors
such that semantically similar words have close vectors in terms of cosine similarity.
There are also techniques to obtain document vectors of the same kind. One of them
is doc2vec (Le and Mikolov, 2014)—a method that can infer vectors for new docu-
ments after training on thousands of sample documents. However, given a word2vec
model, we can find a document vector just by the sum of vectors for the document
words. (Lau and Baldwin, 2016) suggests that even though the sum-based repre-
sentation is less effective than doc2vec, it often has better performance than bag-of-
words (n-grams) in semantic-based tasks. Considering the lack of a publicly available
doc2vec model for Russian and the comparable performance of the sum-based ap-
proach, we used the latter to obtain document vectors.

Specifically, we used a word2vec model trained on a Russian news corpus and
provided by the service RusVectorés® (Kutuzov and Kuzmenko, 2017). We followed
the same preprocessing as during the word2vec model construction—each text was
mapped to a list of units in the form “lemma_POS” by Yandex Mystem 3.0° analyzer.
We precalculated document vectors for our joke collection, and then, given a stimu-
lus, we calculated its vector and found the closest jokes in terms of cosine similarity
between vectors.

5 http://rusvectores.org/en/about

5 https://tech.yandex.ru/mystem/
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4.3. Learning-to-Rank (LETOR)

Analogously to (Surdeanu et al., 2011), we used a learning-to-rank algorithm
with a diverse set of features to re-rank responses of other models. In particular,
we built a pool of answer candidates using top-50 answers returned by the BM25,
QTR, and word2vec-based models described above. We used RankLib implementa-
tion of RankBoost algorithm to obtain a ranking function. The algorithm was trained
on the CQA dataset, employing the following features for a question-answer pair.

1.

vk wn

10.

11.

12.

Question length in characters.

Answer length in characters.

Question length in tokens.

Answer length in tokens.

BM25 score for the question-answer pair. As the score value is not bounded,
we normalized it using score for the top-ranked document, hence obtaining
avalue between 0 and 1.

QTR model score for the question-answer pair. This score was normalized
in the same fashion as the BM25 score.

word2vec-based model score for the question-answer pair.

IBM Model 1 probability. The IBM model 1 infers a word translation proba-
bility table from a parallel corpus. This table can then be used to estimate the
probability of the answer being a translation of the question (Brown et al.,
1993), which is known to perform well as a feature in question-answering
ranking (Surdeanu et al., 2011). We trained this model on the CQA dataset,
and then applied the same empirical trick as in (Surdeanu et al., 2011): prob-
ability of a word translating to itself was set to 0.5, and all other translation
probabilities for the word were re-scaled to sum to 0.5.

Presence of an imperative verb. This is a binary feature that indicates
whether for any verb in the question the same verb is present in the answer,
but in the imperative mood.

Number of nouns, verbs, and adjectives in the answer that do not appear
in the question. This feature is referred to as the “informativeness” of the
answer (Surdeanu et al., 2011).

Similarity of POS-tag sequences of the question and the answer. Tags were
obtained via pymorphy?2’ library, and similarity was calculated using the
“gestalt pattern matching” algorithm (Ratcliff and Metzener, 1988).
Presence of rhyming words. This is a way to capture “puns” in the answers.
To detect rhymes, we used Metaphone (Binstock and Rex, 1995) algorithm,
specifically an implementation for Russian language—MetaphoneRU® li-
brary. Originally, the algorithm is used to find similar-sounding last names,
but we used it to match nearly-rhyming words.

BM25, QTR, word2vec and translation probability scores, as expected, gave the
highest ranking performance impact.

7 https://github.com/kmike/pymorphy2

8 https://github.com/Reaverart/MetaphoneRU
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5. Evaluation

We evaluated the models in two ways: in the Humor® category of the Otvety@
Mail.ru CQA platform and in laboratory settings.

5.1. CQA Platform

Perhaps the most important distinguishing feature of this evaluation method in com-
parison with other methods is that there are considerably more users. In average, there are
about two new questions posted each minute in the Humor category of Otvety@Mail.ru.

We automatically posted top-1 ranked responses of each model for randomly
sampled questions from this category during four days and gathered user reactions
after a week. In total, bots answered 267 questions due to strict limitations of the CQA
platform for user actions (30 answers per day for new account).

Table 3 provides the results obtained from Otvety@Mail.ru.

Table 3. User reactions from Otvet@Mail.ru (267 questions)

# of best Users that earned
Model Likes answers less likes Best model
BM25 148 8 15.47% 14
QTR 142 16 14.91% 20
word2vec 147 14 15.82% 19
LETOR 156 12 16.93% 23
Oracle 197 50 24.67% —

The “likes” column provides the total amount of “likes” for all answers of a model.
The “best answer” column shows how many answers of the model were chosen as the
best by question authors. The average percent of users who got less “likes” than the model
in the same question thread is presented in the fourth column. Finally, the last column
summarises how many times the model was better than the other ones. The model was
considered as the “best” for a question if its answer was nominated as the “best answer”
or earned more “likes” than answers of all other models. The last row of the table presents
an “Oracle” model which chooses the most relevant answer within all mentioned models.

5.2. Lab Evaluation

Lab evaluation was conducted with the help of a dedicated annotation tool, see
Fig. 2. Top-3 results for each model were selected for evaluation. Responses of all
models were presented to an assessor in random order, three at a time. Responses
were judged on a four-point scale (from O to 3, with the corresponding emoticons
in the evaluation interface). We used pooling, each model was evaluated by four asses-
sors independently. The assessors were instructed to pay close attention to question
context during evaluation of the responses. As the test stimuli, we selected 80 ques-
tions from the ones we answered on the CQA platform.

°  https://otvet.mail.ru/humor



Bolotova V. V., Blinov V. A., Mishchenko K. |., Braslavski P. I.

Ele octanocs: 270

Question:

HanuTb BUHA, COBCEM HE FPEX... MUTh HYKHO NMULLb...)))

OTBETHI;

Tpex He NaiikHyTb )

MATb BMHO - 3T0 He Oyxats. MUTe BUHO - 3TO HCKaTk MCTHHY.

— = &7

“/epHblil Yal o4eHb Kpenkui, Mo3TOMY A MbH BUHO.

- —_ - -

[anbiue

Fig. 2. The annotation tool for laboratory evaluation

Relevance score for a query—document pair is an average over all assessors’ la-
bels. Table 4 shows exemplary stimuli and the responses of the systems along with
averaged assessors’ judgments. We employed Discounted Cumulative Gain (DCG)
(Jarvelin and Kekaldinen, 2002) as the quality metric. Table 5 shows top-1 and
DCG@3 scores for each model.

Table 4. Systems’ responses and their evaluation scores

Score | Stimulus Response
2.25 BbI MeH# onATH cTecHAeTeCh? | S poxK/eH, YTOOHI CTECHATHCS
HEe3HaKOMOU KOMITaHUH.
Are YOU embarrassed I was born to be embarrassed
by me again? by unfamiliar company.
2.00 A ecyiv omio37aTh..., Ecny onaszpiBaellsb, He TOPOIIUCE.
4TO OyZEeT? ) He Haz0 onaszpiBaTh paHblile BpeMeHU.
If you're late... what will If you're late, do not hurry. Do not be late
happen? :) ahead of time.
1.75 HanwuTb BUHa, cOBCceM He I'pexu cHUMAIOT cTpecc.
rpex... IUTh HYKHO JIUIb...)))
It’s not a sin to pour some Sins relieve stress.
wine... just need to drink...)))
1.25 Hukakue pegyTsl He IOMOT'YT... | HeZIOBOJIbHBIN KPOIUK =)
KOIZIa KPOJIMK aTaKyeT?)...
No strongholds will help... Grumpy rabbit =)
when a rabbit attacks?)...
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Table 5. Lab evaluation results (80 questions)

Model top-1 DCG@3

BM25 0,76 1,48
QTR 0,85 1,58
word2vec 0,77 1,62
LETOR 0,74 1,41
Oracle 1,63 2,95

We also calculated Cohen’s kappa (Carletta, 1996) as a measure of inter-annota-
tor agreement. We used weighted variant (weights are absolute differences between
labels) for pair-wise agreement. Averaged pairwise kappa statistics for four assessors
in our experiments is 0.21. Example 10 illustrates QA-pair with low assessor agree-
ment (assessor 1—@®), assessor 2—&), assessor 3—©), assessor 4—C).

Example 10:
— Mbtcau pasbexcanucs) Kak cobpamb—umo6 He nogpedumb—mbleau?
— «/laneko notidewd!» — nodymana mwlcab... U yuad.

— Thoughts have dispersed) How can they be gathered without damage?
— “You'll go far!” a thought reflected... and went away.

6. Discussion and Future Work

The results of the evaluation on the CQA platform show that the learning-to-rank ap-
proach, which was trained on the historical CQA dataset, provides the best performance.
In particular, as shown in Table 3, the LETOR model is ahead of other models in terms
of “likes” and “best model” measures. Moreover, it provides answers that on average
have more likes than around 17% of answers provided by users of the CQA platform.

On the other hand, QTR approach has the biggest amount of “best answers” and
the least amount of “likes” at the same time. The word2vec-based approach has com-
parable performance. We noticed that answers marked as the “best” on average have
less “like” marks than other answers. This suggests that askers often disagree with the
community about which answers are appropriate or funny.

The most surprising aspect of the manual evaluation is that the LETOR method
shows the lowest value in both top-1 and DCG@3 metrics. There are two possible expla-
nations for this. The first one is based on the low inter-annotator agreement. Such a low
agreement confirms that the perception of humor varies greatly from person to person,
and conclusive lab evaluation may require a significantly higher number of assessors. Yet
another explanation of the drastic drop in the LETOR performance is that some CQA us-
ers positively evaluate answers that are not quite in the context, and thus training on the
CQA data can yield a biased model. This hypothesis can be investigated in future studies
by training the LETOR model using the QA pairs evaluated in laboratory settings.

The findings suggest that information retrieval approach is a promising direction
in humorous response generation. It is also clear that morphological and word2vec-
based features are effective for the task. Nevertheless, the results of the “oracle” model



Bolotova V. V., Blinov V. A., Mishchenko K. |., Braslavski P. I.

indicate that there is an abundant room for the improvement of the answer ranking.
Thus, in future investigations we plan to enhance the learning-to-rank approach by in-
corporating features that can capture the nature of humor and context in a better way.
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TEXT NORMALIZATION IN RUSSIAN TEXT-
TO-SPEECH SYNTHESIS: TAXONOMY AND
PROCESSING OF NON-STANDARD WORDS

Cherepanova O. D. (cherepanova.od@gmail.com)

Moscow State University, Moscow, Russia

Alongside with ordinary words, natural-language text also contains non-
standard words (NSWs), such as abbreviations, acronyms, dates, phone
numbers, currency amounts etc. Before phonetizing these text elements
in Text-to-Speech synthesis, it is necessary to normalize them by replac-
ing them with an appropriate ordinary word or word sequence. NSWs are
increasingly diverse and most of them require specific normalization rules.
In this paper, we present a taxonomy of NSWs for the Russian language de-
veloped on the basis of news texts, software and car reviews and instruction
manuals. We grouped NSWs that have similar normalization rules or pat-
terns taking into account their graphic form and their context dependence.
We propose five main groups of NSWs: abbreviations (including acronyms
and initialisms), text elements containing numbers, special characters,
foreign words written in the Latin alphabet and mixed-type non-standard
words. In this work, we describe these NSW types and address the issue
of their normalization in Russian Text-to-Speech synthesis.

Key words: Text-to-Speech-synthesis, text normalization, Russian

HOPMAJIN3ALINA TEKCTA B CUCTEME
PYCCKOA3bIYHOINO CUHTES3A «TEKCT-
PEYb»: KJIACCUPUKALUNA N OBPABOTKA
HECTAHOAPTHbLIX TEKCTOBbIX OBbEKTOB

YepenaHora O. [1. (cherepanova.od@gmail.com)
MIY M. M. B. JTomoHocoBa, Mocksa, Poccua

KniouyeBble cnoBa: CYHTE3 peyu Mo TEKCTY, HOpMannaaums TeKcTa, PyCcKuii
A3bIK

1. Introduction

To illustrate the subject of our research let us consider the following headline:
Nokia nnanupyem kynums paspabomuuka IO Comptel 3a €347 man In order to cor-
rectly pronounce this sentence, a Russian Text-to-Speech synthesizer has to normalize
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most of these words by completing the following operations: expand the abbrevia-
tion man to munnuonos, transform the number 347 into its graphical representation
mpucma copok cembp, transliterate the names Nokia and Comptel written in the Latin
alphabet, classify ITO as an initial abbreviation and insert the word espo instead of the
symbol €. These text units requiring additional processing rules are called non-stan-
dard words or NSWs ([Black etal. 1999] and others). In TTS-synthesis, NSWs should
be processed at the stage of text normalization in order to get at the output “a sequence
of white-space separated accentuated orthographic words” [Krivnova 1998: 5]. There
is a wide range of NSWs and their number increases with every new text: they include
all types of abbreviations, dates, phone numbers, addresses, special characters etc.
However, many of these NSW groups have similar normalization rules.

Fig. 1 presents a basic NSW normalization algorithm based on [Sproat etal.
2001: 304] and adapted to Russian as an inflected language (Figure 1). The data used
at each step (hand-written rules, dictionaries, language models etc.) depend largely
on the TTS-system and can vary for different domains.

l Text
Tokenizer
\L Tokens
Classifier
’;’ . 7
Disambiguation .~ NSW classes
e [+ CD] [- CD] [+ context dependency]
k—’
Morphological/ - .
[ syntactic analysis ] d [ Expande ]

Normalized NSWs

|

Fig. 1. Basic NSW normalization algorithm

In the following sections, we describe a NSW taxonomy designed to simplify text
normalization as a stage of Russian TTS-synthesis.

2. Previous approaches

While NSW processing is described in detail for English TTS-systems (see [Black
et al. 1999], [Olinsky, Black 2000], [Sproat et al. 2001]), as far as we know, there are
practically no published works on this subject for the Russian language. The issue of NSW
disambiguation in Russian TTS-synthesis is discussed in [Khomitsevich etal. 2013],
and a detailed taxonomy of Russian abbreviations is presented in [Krivnhova 1999].
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A research on NSW normalization in inflected languages (on the example of Greek) was
carried out by [Xydas et al. 2004] with an emphasis on NSW expansion rules.
One of the most detailed researches on NSW normalization is [Sproat etal. 2001].
The authors proposed a systematized NSW taxonomy and investigated several tech-
niques of NSW normalization. Sproat’s taxonomy provided the basis for our classifica-
tion but had to be extended due to peculiarities of the Russian language. The follow-
ing changes were introduced:
* afeature ‘+ context dependency’ was added to all NSW classes (since in Russian
many of them require grammatical agreement within the sentence);
* anew NSW class was added for special characters (see Section 3.3);
e anew NSW class was added for words written in the Latin alphabet (Section 3.4).

3. ATaxonomy of NSWs

In our taxonomy, we tried to define NSW categories with similar normalization
rules or patterns. Our taxonomy was developed on the basis of texts from news pa-
pers, car websites, software descriptions and instruction manuals.

Table 1. Taxonomy of Russian non-standard words

Context
Class name dependency | Examples
1. Abbreviations
1.1. Shortened abbreviations | — HCIIOJIKOM, 3aBj1a0
1.2. Graphic abbreviations + ¢duon., T.e., 03., 60 kM/4, 20 KT,
mp-T
1.3. Initial letter abbreviations
1.3.1. Initialisms — MTI'Y, CHT'
1.3.2. Acronyms = MTI'MIMO, I'YM
1.3.3. Mixed-type initial — LICKA, TUBJ
abbreviations
1.4. Mixed-type abbreviations | — BenA3
2. NSWs containing + 12-w1ti mom, Hear 1V, 13:45 uacos,
numbers 12 moic. €
— ayo. 956, me.: 8 (495) 123 45 67,
Android 2.3
3. Special characters + $,€Y,°
= +, - E, S, < > R & # ~
4. Latin alphabet words — Windows, microSD;
5. Mixed-type NSWs Ir= N238-®3, MP3-nieep

Note: ‘Context dependency’ means here the need for grammatical agreement of expanded NSWs
(y 03. /o3epa/ Cenueep ‘near the Seliger lake’ but Ha 03. /o3epe/ Cenuzep ‘at the Seliger lake’).

Taking into account our data analysis and previous taxonomies mentioned above,
we propose the following taxonomy of Russian NSWs: 1) abbreviations; 2) NSWs
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containing numbers; 3) special characters; 4) Latin alphabet words; 5) mixed-type
NSWs. The classification is based on following NSW features: graphic form of NSWs,
their potential normalization rules and their context dependency. The NSW taxonomy
is summarized in Table 1.

In the following sections, each NSW category is described in more detail.

3.1. Abbreviations

We use the term ‘abbreviation’ here in the broadest sense: it includes all kinds
of abbreviations, acronyms and initialisms. There are several categories of abbre-
viations in Russian: 1.1. shortened word combinations (ucnosxom, konxo3); 1.2.
graphic abbreviations marked by a full stop, hyphen, slash or other graphical means
(m.e., H.3., 6/y); 1.3. initial letter abbreviations formed by initial components
of word combinations and pronounced in their shortened form: MI'Y /am-ra-y/!, TYM
/rym/); 1.4. mixed-type abbreviations (benA3).

Most shortened word combinations (poddom, demoom, mesecemsb, OpAMKDY-
20K, mepakm, 3anuacms etc.) are pronounced as ordinary words, and thus usually
pose no problem in TTS-synthesis. However, abbreviations like 3asna6, mecmxom
or npodmaz pronounced in their shortened form might be difficult to understand; for
better intelligibility they probably should be normalized to their expanded form (3a-
gedytowjuil nabopamopuetl, mecmHblil Komumemn, npodyKmosblil MazasuH).

Graphic abbreviations have rather simple normalization rules: most of them
are widely used, are generally included into dictionaries and, thus, can be verbalized
in their full form. Cases of ambiguity can generally be resolved using the context:
e.g., 2. is expanded as /ropoz/ ‘city’ if the previous word starts with a capital letter (z.
Mockea) or as /rozn/ ‘year’ after a number sequence (2017 2.). Graphic abbreviations
can be formed in several different ways: a) by omitting the end of the word (¢unon.
—/bUIoNOTUYEeCKU I/, apXum.—/apXUTeKTypHbI#/); b) by using initial letters of each
word or syllable (n. 3., u m. 9., 2. c., nn., 22., 88.); ¢) as abbreviations without a full
stop (km, m, ke, 1, ma, m), d) by omitting the middle of the word marked by a hyphen
(e-H, 2-aca, np-m), e) marked by a slash (1//]—/Ha-JloHy/; 6/y—/OBIBIINH B yIIOTpe-
6smennn/). Here, a special group form abbreviations of physical units (km/u; 06/mum;
Mbum/c etc.).

As we can see, graphic abbreviations are very diverse and, according to our data
analysis, they are more frequent than other abbreviation types. As M. Rovinskaya
pointed out in her undergraduate's thesis, more than the half of abbreviations marked
with a full stop have only one extension variant [Rovinskaya 1998: 6]. This makes
it possible to cover most graphic abbreviations by means of a dictionary and local
syntactic analysis.

There are two groups of initial letter abbreviations: 1.3.1 initialisms (pro-
nounced one letter at a time: CHI" /ac-3H-13/, [/IP /T3-13-3p/); 1.3.2 acronyms (pro-
nounced as one word: I'VM /rym/, JISII /nan/); 1.3.3 mixed-type initial abbrevia-
tions (one part is pronounced as a single word, and the other—as separate letters:

! Inthe present paper we indicate proposed graphic normalization forms of NSWs by slash signs (/).
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IICKA /ua-ac-ka/, TUB//T /tu-63-13-03/). In our analyzed text data, 58% of initial
letter abbreviations were acronyms.

Even though we can write quite simple normalization rules for this NSW class,
there is still need for a dictionary. To begin with, there can be more than one way of pro-
nouncing the same letter: the letter ‘®’ can be pronounced both as /3¢/ (P®, #CF) and
/&3/ (DBP, ®PI). Secondly, there is a range of exceptions: e.g., CIIIA /ca-m3-a/, TB /
tene/, MIO /maH4YecTep toHaiTes/, and the abbreviation MCK which formally might
be classified as an initial letter abbreviation and is pronounced as /MockBa/ ‘Moscow’
or even as a whole sentence—,/110 MOCKOBCKOMY BpeMeHH/ ‘Moscow time’.

The stress in acronyms falls usually on the last syllable, but there are some excep-
tions (HATO, FOHECKO etc. [Krivnova 1998: 4]) that should be included in a dictionary.

Another challenge in Russian TTS-synthesis are abbreviations written in the
Latin alphabet. According to the analyzed data, English acronyms and initialisms are
widely used in Russian texts and compose 29% of all initial abbreviations. A normal-
ization method for English words and abbreviations is proposed in Section 3.4.

3.2.NSWs containing numbers

Number sequences are pronounced in different ways depending on their func-
tion—and as we can see from Table 2, there is a wide range of their functions. We de-
fined three distinctive features for NSWs containing numbers (hereinafter ‘number
sequences’ or ‘NS’): their context dependency, verbalization format and number
class.

We distinguish three NS categories by their verbalization format: (A) NSs pro-
nounced as one number; (B) NSs pronounced one number at a time; and (C) NSs with
special verbalization formats.

There are three number classes NSs can be expanded with: 1) cardinal numbers;
2) ordinal numbers; and 3) collective numbers.

In compliance with these features we defined 17 categories of number sequences:

Table 2. Taxonomy of NSWs containing numbers

NS category Class? | Form® | CD* | Examples
2.1. cardinal numbers C A + 12 goMoB
2.2. numbers (excluding | C B — ayz. 956

phone numbers)
2.3. phone numbers
2.4. addresses

2.5. index numbers
2.6. time indication

— 8 (495) 123 45 67; 123-45-67
n.1,k.2,kB.123; 1.2/3

— 123456

+ B 13:45; k 13:45

aninon
el Alelle]
|

2 Number class: C = cardinal numbers; O = ordinal numbers; Col = collective numbers

3 Normalization format

*  Context dependency
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NS category Class? | Form® | CD* | Examples

2.7. money amounts C C + $1,5; 1.20 py6; 12 ThIC. €
2.8. percentage G A + 29,99%; 50%

2.9. series numbers C B — Android 2.3; § 4.2.3.

2.10. multiplicative C= A = 11-MeTpOBBIN; 4-KpaTHBIN;
constructions ‘number 2,0-TUTPOBBIN

(GEN) + adjective’

2.11. ordinal numbers 0 A + 12-p1#i ToM; MBau IV; 1. ...5 2. ...
2.12. dates (0] C + 2.05.06; 02/05; 2 masa 2006r.
2.13. years (0] A + 2001r.; 2010/11 rr.; 60-e

2.14. fractions o* A aF 1/4 dunana; 2/3 onpouIeHHBIX
2.15. collective numbers | Col A — 5-po Apys3eii; 2-e CyTOK

2.16. denumerate Col* |[A = 16-pUYHBIN pEKUM; 2-UYHAST
constructions HyMepanus

2.17. multiplicative Col* | A + 3-HOM MOZIOTPEB;

numbers 4-HOH CaJbX0B

In this article, we are not going to provide a detailed review for each of the
NS classes since it is a rather broad area described for the Russian language, in par-
ticular, in [Azerkovich 2013]. However, let us take a closer look at the normalization
schemes of some of these NSW categories.

For better intelligibility of money amounts, currency units should be verbal-
ized: $12,25 /nBeHaAUaTh JOJJIADOB U ABaALATh IATH HeHTOB/ (but: $12,25 man /
[ABEHA LATh IIeJIbIX U IBaLIATh IIATh COTBIX MUJITMOHOB Aosnapos/). Normalization
rules of currency symbols are discussed in Section 2.4.

Even though there are only a few conventional time formats in literary Russian,
there is still room for ambiguity. For example, such NSs as 19-30, 19.30 or 19:30 can
be used not only referring to time, but also to sport scores or prices. The form 1:30 can
denote day time (/4ac TpuzanaTs/), the length of a phone call or race time (/MunyTa
TPUALIATh ceKyHZA/). In some cases, we can disambiguate NSs using context key words
(currency names, time abbreviations etc.).

Most ordinal number NSs are pronounced as one number (group A). According
to our text analysis, NSWs are expanded by ordinal numbers in date statements (12 mas
2001 2., 2010/11 22.) or if there is a marked word ending (12-stii mom, 60-e). Ordinal
numbers are also used in Roman numerals (XIX gex, Kapz V, enasa I, XX cse30 KTICC).

There are several date formats, but the standard format in Russia is ‘day-month-
year’. The year can be denoted both by two and four digits: 04.05.2006 and 04.05.06.
Numbers in date statements are separated by full stops (most frequent), hyphens
or slashes: 04.05.2006; 04-05-2006; 04/05/2006. In order to expand a date state-
ment, the day number should be replaced by an ordinal number (/ueTBeproe/), the
month—by the corresponding month name in the genitive case (/masn/), and the
year—by an ordinal number in the genitive case (/aBe TeicA4M mIecToro roga/). Ac-
cording to our research, full date forms as listed above are used not very often. Usu-
ally, month numbers are already replaced by month names in texts (4 mas or 4 mas
2006 2.). However, only the day number requires grammatical agreement with the
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context. Another date format that might cause difficulties is 4/5 (/4eTBepTOe Masi/)
since it could also denote a fraction. The normalization of slashes and other special
characters is discussed in Section 3.3.

3.3. Special characters

There is a small group of context-dependent special characters requiring
agreement in case and number. One of the most frequent is the percent sign % /
nponeHT*%/. It is sometimes used as an abbreviation in constructions like 10%-ii pac-
meop; 20%-s cmemana. The characters § /monnap*/, N© /Homep™/, © /tpagyc</, " /
aoiimM*/ and currency symbols (€, $, £ etc.) are also context-dependent. It should
be pointed out that currency symbols usually precede number sequences (€12), but
should be pronounced after them: /aBeHazuaTh eBpo/. When used after words like
mulc., MAH, mMapo etc., currency names should be normalized to their genitive form
(npubasums k 12 muic. $ /donnapos/).

For context-independent special characters, the context can still be of para-
mount importance as it could be used for disambiguation. Thus, a slash can both
denote a fraction (2/3 — /aBe Tpetu/), a division sign (2/3 = 0.67 /nBa noAennTh
Ha Tpu/), a separator in physical units or date statements (120 06/muH — /060pOTOB
B MuUHYTY/) and the meaning ‘or’ (7 wm / 14 wm — /ceMb IITYK UM YeTHIPHAALIATH
mTykK/). In an address, the token 2/3 can also be pronounced as /z0Mm zBa po6b TpH/.

Semicolons are mostly used as punctuation marks, but can also denote propor-
tions (1:1000 /oduH k moicauu/; 50:50 /namvdecam Ha nsamslecsaim). Superscript
numbers can be used as power exponents in physical units (m?, cm®) or as footnotes.
Even if there is no need in verbalizing the footnote number, a TTS-synthesizer should
still recognize them in order to put in the footnote text in the right place.

A detailed taxonomy of special characters is described in Table 3.

Table 3. Taxonomy of special characters

Special character
class Examples Pronunciation
8, N2, % §12,N23,20% /maparpad* n/, /HomMep* n/,
/N IPOIIeHT*/
Physical quanti- +12°C; —12° o Llenb- | /(mroc/MUHYC) N rpagyc®
ties (%) cu10; 3KpaH 6" (o Llesbcuio) /, /5KpaH B N AFOWUMOB/)
Currencies 12 TeIC. $, 12€, Y 150 /N THICAY I0JUIAPOB/, /N €BPO/, /N UeH/
2. Context-independent
Mathematical characters:
+, -, = (+7); Google+; —0,5; | /mitoc/; /MUHYC/; /TTIOC-MUHYC/
+12

5 The symbol * marks context-dependent word endings.
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Special character
class Examples Pronunciation

AV 2,5%20%5,3; 3/4; /Ha/; /TP YeTBEPTHIX (TpU
7mt./14mt.; 1:100; yeTBepTW)/; /Mnu/; /X/; /B/
50:50; 60 xMm/4

~,2 276; m? /X B CTeIIeHU n/; /MeTp
KBa/J[paTHbIN/
= > <, < 242 = 4;4>2 /paBHO/; /6oJblile, 4eM/; /MEHBIIE,

yeM/; /6OJIbIIIe UJIX PAaBHO/

Other characters:

&, #, @, ~, X, © MapxkeTuHT&Pek- /u/; /pemeTka/; /cobaka/;
nama; #100; abc@ /Ha/; /TPUOIU3UTETHHO/
web.de; 4x3; ~25%

Footnotes [11, (D), 2, =, ** verbalization of the footnote text

The range of specialized characters used in texts is certainly much wider and
largely depends on the topic. In the present paper, we listed only the most frequent
special symbols occurring in Russian texts.

3.4. English words and word combinations in Russian texts

Nearly every Russian text contains words written in the Latin alphabet. These are
mostly English names of companies, mass media, brands or software. In order to ver-
balize English words in a Russian TTS-system, we need to transform them into the
graphic (or phonetic) system used by the synthesizer for ordinary Cyrillic words. One
possible approach here is to use orthographic transcription. Provided that we have
an IPA transcription for these English words®, with the help of English-Russian ortho-
graphic transcription rules we can convert them into the Cyrillic alphabet with due
regard to their pronunciation in English. This method is discussed in [Cherepanova
2016]; here we present only a few examples:

(1) Microsoft ['maikrausoft]—/ma-+itkpocodt/”
(2) British Airways ['britif 'eaweiz]—/6pu+Tui 3+ pBaiic/.
3.4.1. Abbreviations in the Latin alphabet
There are different types of English abbreviations in Russian texts: acronyms and

initialisms (SMS, SIM, GPS, OS), graphic abbreviations (Ltd., Co., Inc.), mixed-type ab-
breviations (Mp3, 4G, microSD, DivX, MPEG-2, 3D, e-mail, iPhone). Quite common are

6 There is a large number of publicly available IPA transcription programs for the English lan-

guage. However, most of them are based on dictionaries and, therefore, not all organization
names can be automatically transcribed.

7 Orthographic transcription is indicated by slashes (/), the sign ‘+’ indicates the position
of the stress.
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composed constructions where English abbreviations precede Russian words: USB-
Haxonumeas, DVD-nneep, FM-nepedamuux, IP-adpec.

As it seems, graphic abbreviations should be expanded to their full form and vo-
calized using the same rules as for ordinary English words. Numbers used in English
word constructions are always pronounced in Russian.

The verbalization of English initialisms depends on several factors. Let us com-
pare the following abbreviations used in Russian: 3D /tpu-g3/ and DVD /au-Bu-gu/;
Ouck C /puck 3/ and CD /cu-gu/; MP3 /aM-na-Tpu/ and IP /ati-u/. Presumably, the
pronunciation of such initialisms depends on their length (single letters vs. letter se-
quences) and usage frequency. But even the same English initialism can be pronounced
in different ways: the most common pronunciation of HTML is /3%4-TH-3M-371b/, but
there is also a rather frequent informal variant /am-13-3Mm-3;16/. The issue of intelligi-
ble and natural verbalization of English abbreviations in Russian TTS-synthesis needs
further investigation (for example, an analysis of the speech of Russian news readers).

4. Conclusion

In this paper, we presented a taxonomy of non-standard words requiring special
normalization rules in Russian TTS-synthesis. This taxonomy might be used in text nor-
malization tasks and help to systematize hand-written rules of NSW processing. The pre-
sented NSW list is not intended to be exhaustive: specialized texts might contain a wide
range of topic-specific abbreviations, number sequences or special characters not men-
tioned here. Our goal was to systematize the main NSW categories in order to provide
a basis for further investigations. Moreover, our research didn’t include the issue of out-
of-vocabulary word processing and of spelling mistakes. Such text elements also require
additional processing rules at the stage of text analysis and, in particular, were included
by Sproat in one of his NSW categories. This could be an issue for further research.
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1. Introduction

Collocability is an important factor in a vast majority of natural language pro-
cessing and language modelling tasks, namely, syntactic parsing, machine transla-
tion, paraphrase generation, automatic and semi-automatic dictionary acquisition, se-
mantic role labelling, word sense disambiguation, etc. In fact, contemporary research
in most fields of computational linguistics rests upon the achievements of “contextual-
ist” framework, cf. (Khokhlova 2010, etc.).

Presumably the first definition of collocation can be found in (Palmer 1933):
“A collocation is a succession of two or more words that must be learnt as an integral
whole and not pieced together from its component parts”. These linguistic units are
usually treated as restricted co-occurrences of two (or more) syntactically bound ele-
ments (Kilgariff 2006). At the same time they should be distinguished from idioms, be-
cause target word or collocation base can co-occur with a number of other lexical units
(e.g. collocations etosas, cocHogas, kedposas, etc. wiuwika fir, pine, cedar, etc. cone’ vs.
idiom saxcnas wuwka ‘boss’; collocations 6ums mpegoey, pexopo, NOKAOHbL, etc. ‘sound
the alarm, beat the record, beat bows, etc.’ vs. idioms 6ums 6axaywu ‘twiddle’).

In our study much attention is given to the treatment of collocations in “Meaning
< Text” theory (Iordanskaya, Mel'¢uk 2007, Mel’¢uk 1998) reflected in Explanatory
Combinatorial Dictionary of Contemporary English (Mel'¢uk, Zholkovsky 1984) and
in SynTagRus Treebank (http://www.ruscorpora.ru/search-syntax.html). The theory
allows to describe collocation structure in terms of lexical functions (LFs) that as-
sociate one lexical unit (argument, base) with another (value, collocate) which is se-
lected by the rules of a language to express a meaning of given LF (cf. Section 3.1.
below). Therefore, it is obvious that collocations are language-specific, for example,
a meaning of ‘do, perform’ for a base ‘lecture’ is in English expressed by a lexeme ‘(to)
hold’ while in Russian the same meaning is conveyed by ‘uumamu’ (‘chitat”, ‘(to) read’).
Significance of “Meaning & Text” approach rests on the idea that collocations are
expected to reveal both syntagmatic unity and lexical correlation of its parts.

In recent years we have witnessed rapid expansion of various collocation extrac-
tion techniques, which are based on co-occurrence statistics. Automatic tools for col-
location extraction usually produce a list of ranked bigrams or n-grams. The ranking
(reflecting the so called ‘collocation strength’) is obtained in most cases by means
of a statistical association measure such as t-score or PMI. Morphosyntactic annota-
tion of processed corpora allows to bring into action such linguistic data as lexical-
syntactic patterns and/or valency frames defining boundaries of syntactic groups for
collocations and possibly their inner argument structure (e.g., Word Sketch Engine,
https://www.sketchengine.co.uk/; RNC Sketches, http://ling.go.mail.ru/synt/).
However, even the most sophisticated techniques of collocation extraction fail to take
into account lexical and semantic peculiarities of collocations.

The purpose of our study is to prove the possibility of LF-oriented automatic col-
location extraction for Russian. Our aim is to extract sets of collocations for target
LFs from large corpora by means of machine learning. In this paper we try to com-
bine a formal theory of collocations in “Meaning < Text” theory with distributed
word representations (Mikolov et al. 2013a). Distributed word vectors can be used
to extract linguistic regularities from a large corpus in an automated way. We are the
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first to perform experiments for Russian corpora in the given settings. The expected
output is fine-grained classification of collocations according to their lexical meaning
and syntactic structure which is important both in language learning and NLP appli-
cations (Apresjan et al. 2002; Kolesnikova, Gelbukh 2012, etc.).

The paper is structured as follows: first of all, an outline of the research in the
field is presented. Then, we briefly describe a theoretical background of our study and
present a computational model. In the following sections we present experimental
settings and evaluation framework, and conclude with the results and its discussion.

2. Related work

Although publications on statistical collocation extraction seem to be overwhelm-
ing, there is much to be done in this field. In this section we mention several remark-
able studies on Russian data. As observed in the introduction, most of approaches im-
plemented and applied to Russian text corpora do not take into account the semantic
structure of collocations, describing more or less free word combinations alongside with
idioms, for example, in (Yagunova, Pivovarova 2010) collocations cepdeursiii npucmyn
‘heart attack’ and kpyenstii cmoa ‘round table’ take neighboring positions in the list.

The most popular statistical measures used to compute word association within
collocations include Mutual Information (MI), Dice coefficient, Log-Likelihood and
t-score (Khokhlova 2010). Multiword expressions scoring by means of learning-to-
rank methods involved in information retrieval is discussed in (Tutubalina, Braslavski
2016). The approach is based on machine learning techniques, it makes use of big-
rams from dictionaries as training data and, as authors say, treats collocations, idi-
oms, set phrases in a uniform way. In (Kormacheva et al. 2014) six metrics (frequency,
refined frequency ratio, weighted frequency ratio, MI, Dice score and t-score) were
tested on Russian prepositions and the best performance was shown by refined fre-
quency ratio score. Previously mentioned (Yagunova, Pivovarova 2010) compared
MI and t-score and prove that the former is more suitable for extracting collocations
reflecting domain-specific terms. The latter (t-score) gives preference to phrases that
may be called auxiliary (two-word parentheses, discourse phrases).

The recent results of Collocations, Colligations and Corpora Project (CoCoCo,
(Kopotev et al. 2015)) are presented in (Kormacheva et al. 2016). Collocations and
colligations are classified according to the association between phrase constituents:
some of them are marked as idioms and others are subject to semantic generaliza-
tion: e.g., sleight of [hand/mouth/mind]. The procedure is fully automated and based
on multiple grammatical and lexical features.

A study concerning association strength measurement in syntactic constructions
and testing methodology is described in (Bukia et al. 2015). The authors study ad-
jective-noun collocations, and their algorithm predicts association even for the com-
binations absent from corpus. Verb-noun collocation extraction from Russian texts
is studied in (Akinina et al. 2013). The approach is PMI-based and takes into account
syntactic information without further semantic classification.

Association strength measurement is closely related to identification of abnor-
mal lexical compositions (Vecchi et al. 2011) and automatic lexical error detection
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(Kochmar, Briscoe 2013). The latter work presents a number of semantic anomaly
measures in a vector space. A distributional approach applied to Russian error correc-
tion in collocations can be found in (Panicheva, Mitrofanova 2016).

Compositional distributional semantics provides successful solution of the col-
location extraction task. As far as evidence for Russian is concerned, several vector
models were evaluated during RUSSE workshop (Panchenko et al. 2015). Nowadays
attention of researchers working with distributed word vector representations for
Russian is focused on RusVectorés (Kutuzov, Kuzmenko 2017), AdaGram (Bartunov
etal. 2015) and RDT (Panchenko et al. 2016) models. However, semantic relatedness
evaluation only involves paradigmatic relations between lexical units. In (Bukia et al.
2016) two distributional approaches to selectional preference modelling are com-
pared. The first one implies semantic similarity calculation based on cosine distance;
the second one relies on Mikolov’s (Mikolov 2013b) assumption about linguistic regu-
larities captured by distributed word vector models. The metric similar to the latter
is used as a baseline in (Rodriguez-Ferndndez et al. 2016): collocates are evaluated
against a difference between example headword and collocate added to test head-
word. The main method proposed in the same paper is based on linear transformation
between headword and collocate space. The approach is tested on manually classified
samples drawn from Macmillan Collocations Dictionary (Rundell 2010).

Our study follows the experience of our colleagues and takes into account pecu-
liarities of Russian data and resources.

3. Theoretical model

3.1. Collocations in “Meaning < Text” theory

“Meaning < Text” theory provides an exhaustive analysis of phraseological ex-
pressions, taking into account various types of interaction between lexical and se-
mantic components constituting the meaning of a word group as well as well as syn-
tactic relations established between co-occurring words. Collocations are considered
as a subclass of non-free utterances (or phrasemes). A formal definition of colloca-
tions (or semi-phrasemes) runs as follows: “A collocation AB of language L is a seman-
tic phraseme of L such that its signified X’ is constructed out of the signified of the
one of its two constituent lexemes—say, of A—and a signified ‘C’ [X’ = ‘A @ C’] such
that the lexeme B expresses ‘C’ contingent on A” [Mel'¢uk 1998: 30]. A collocation
includes a base constituting a freely chosen semantic nucleus of a word group and
a collocate being a restricted component which determines the meaning of the whole
as a function of the base. Opposite to idioms which reveal non-compositional nature,
collocations are treated as compositional phrasemes conforming to lexical constraints
imposed on collocates (cunbHblil akuenm ‘heavy accent’, ucoxocHslil 200 ‘leap year’,
cnams 2sty6okum cnom ‘be soundly asleep’ v T.z1.)

In case of restricted lexical co-occurrence the relations between a base and a col-
locate reproduced in semantically and syntactically similar expressions are repre-
sented by lexical functions (LFs) which are formally defined as follows: f(4) = B, for
example, MAGN(6onie3us ‘disease’) = msaxcenasn (‘serious’).
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Some of the most frequent syntagmatic LFs are:

* MAGN means ‘very’, ‘to a (very) high degree’, ‘intense(ly)’: MAGN(cmesATbCs
‘laugh’) = ot gyuu ’heartily";

* OPERI introduces a support verb meaning ‘do’, ‘perform’ OPER1(noazgep:xka
‘support’) = oka3sbIBarh ‘(to) lend’;

* FUNCO means that an event described by a headword takes place: FUNCO(cHer
‘snow’) = uzér ‘falls’, etc.

In fact, LFs describe not only syntagmatic relations but also paradigmatic
(SYN(spau ‘doctor, physician’) = doxkmop (‘doctor, physician’), ANTI(6sicTpBIi ‘fast’) =
MezayneHHBIH ‘slow’, CONV(mmokymars ‘buy’) = npodasams ‘sell’, etc.), and derivational
ones (SO(zopowtil ‘proud’) = zopdocms (‘pride’), Al(zo100 ‘hunger’) = 202100HbL1l ‘hun-
gry’, CAUS (noHumams ‘understand’) = obssicHams ‘explain’, etc.).

LFs of different types can be combined in complex functions to express one meaning:

INCEPOPER1 = INCEP (= ‘to start’) X OPER1: INCEPOPER1(npussiuka
‘habit’) = npuobpemams ‘acquire’.

At present the inventory of LFs comprises 116 varieties of standard and non-
standard LFs (Apresjan et al. 2007). Russian collocations revealing LF relations are
thoroughly described in the Explanatory Combinatorial Dictionary of Modern Rus-
sian (Zholkovsky, Melchuk 1984) and annotated in Russian National Corpus (RNC)
subcorpus SynTagRus (Frolova, Podlesskaya 2011).

3.2. Predicting LF values by means of vector model

Mikolov and colleagues (Mikolov et al. 2013b) prove that regular linguistic rela-
tions between two word spaces may be described as a linear transformation on them.
In case of collocations the relation to be modelled is perfectly formalized as a lexical
function in “Meaning < Text” theory.

Our task is to predict values of a particular LF for an argument in question given
training instances of this LF. Following (Rodriguez-Fernandez et al. 2016), we de-
fine an argument space A and collocate space C produced by word2vec toolkit. Let
T be a set of collocations t; comprising argument-value pairs (a;,, ¢;,), that represent
a given lexical function L. Argument matrix Az = [a;,, ..., 4, ] and collocate matrix
Cr = [ct,, -, Ct, | are made up of corresponding word vectors. Then, given examples
of a particular LF (e.g., MAGN: msaxcénasn 6onesusv ‘hard illness’, cunvHblil akyeHm
‘heavy accent’, etc.), we should find a transformation which converts an argument vec-
tor to a value vector of this LF, for instance, predicts a collocate 6ypHuiii ‘wild’ (MAGN
value) for an argument ansioducmermet 'applause’.

Alinear transformation matrix ¥ € RZ*C learnt from training set T satisfies the
following: A;Wr = Cy.

Therefore, W can be approximated using singular value decomposition to mini-
mize the sum:

S Ierag e |

Thus, we obtain a transformation matrix for a given LF. Applying it (multiplying

it by argument vector representation) we obtain a ranked list of potential collocates
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for a given headword and lexical function. Following (Rodriguez-Fernandez et al.
2016) we then use part-of-speech collocation patterns and NPMI filters. NPMI stands
for normalized pointwise mutual information and is calculated as follows:

PMI(a,c)

NPMI = .
—logp(c)

4. Experiments

4.1. Test data

The resources containing LF markup for Russian language are quite limited.
In our experiments we use SynTagRus Treebank (http://www.ruscorpora.ru/in-
struction-syntax.html)? and Verbal collocations of Russian abstract nouns dictionary
(http://dict.ruslang.ru/abstr_noun.php). SynTagRus is a subset of Russian National
Corpus (http://www.ruscorpora.ru) where each sentence is assigned a parse tree
as well as a list of LFs in “Meaning < Text” notation. Verbal collocations diction-
ary uses its own markup scheme based on LF inventory. Collocations are classified
in terms of ‘regular abstract meanings’, such as necessity, existence, action, with addi-
tional labels such as phase (start, finish) or semantic class (cognition, perception etc.)

The authors of (Rodriguez-Fernandez et al. 2016) have proved their assump-
tion that headword and collocate embeddings should be trained on different corpora.
In their work headword vectors are obtained from a small corpus containing primar-
ily literal usage (Wikipedia), while collocate vectors are trained on a large corpus full
of various figurative meanings. Our experiments are aimed at testing this hypoth-
esis once again on available Russian language data. Thus, we use precomputed word
embeddings by RusVectorés project (http://ling.go.mail.ru/ru/, version 3) trained
on Russian National Corpus and Web corpus. NPMI scores are precomputed on Rus-
sian fiction corpus (collected from M. Moshkov’s library, URL: http://lib.ru).

Table 1. Lexical functions and its frequency

N 8
5 g oo
2 5 B &
® ~ & ~
«
sy | EE2 |EES
=g a 9O a2 9
%O g ot I'-Tl-n N o= h." 3\l
« . .
S R
LF argument value 0= o 50 © 8809
OPER1 eJb HUMETh 818 | ‘perform’ 2
‘aim’ ‘have’
MAGN KabiIyk BBICOKU I 799 | ‘intense’ 1
‘heel’ ‘high’

2

We are deeply grateful to SynTagRus team, especially to Leonid L. Iomdin and colleagues
form IPPI RAS, for providing access to the data on LF.
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LF argument value & & % 50 B 5B
CAUSFUNCO | copeBHOBaHue | IPOBOAUTDH 256 | — —
‘competition’ | ‘hold’
FUNCO OTKPBITHE COCTOATBCA 226 | — —
‘opening’ ‘be held’
INCEPOPER]1 | pabota IIpUCTyNaTh 210 | ‘begin 4
‘work’ ‘start’ to perform’
OPER2 npaBKa TMOZIBEPraThCs 140 | — =
‘correction’ ‘undergo’
REALI-M pakeTta 3aIlycKarb 109 | — —
‘rocket’ ‘launch’
REAL1 cpeacTBa pacxozoBaTh 97 | — —
‘means’ ‘spend’
INCEPFUNCO | peuyb 3aXOIUTh 94 | — —
‘conversation’ | ‘turn to’

4.2. Test setup and evaluation

First of all, we conducted experiments on 9 most frequent LFs® from SynTagRus
(table 1). In the table we present also semantic glosses from (Rodriguez-Fernandez
et al. 2016) and its frequency ranks for comparison. It is quite surprising that LFs’
frequency distribution in Russian corpus differs from Macmillan Collocations Dic-
tionary. An initial collocation set was extracted from the treebank and 10 headwords
of these collocations were randomly chosen as a test set. The remaining part comprises
a training set. For each LF top-10 ranked collocates were assessed manually. The per-
formance was then evaluated using precision and mean reciprocal rank (MRR) on this
list of 10 collocates: tp

precision = ————.
. tp + . . .
where tp is a number of correct collocates amoﬁ?g tlfep retrieved list, fp is a number
of false collocates in the list;
.., _¢ep
precision’ = —,
where ep is a number of expected collocates (found in SynTagRus) among the top-10 re-

trieved ones and e is a number of collocates found in SynTagRus;
(]

MRR = 12 !
" jel&ran
i=

LOC lexical function was excluded from top-10 as its value is expressed by preposition

3
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where Q is the top-10 list and rank; is a rank of the first correct collocate (according
to experts’ annotation).

Filtering was conducted using Universal Dependencies part-of-speech tags as-
signed to lexemes in RusVectorés models. As seen from table 1, all test lexical func-
tions have verbal values, so POS tags filtering in our case means simply eliminating
collocates with other POS tags. NPMI threshold was chosen experimentally on some
headwords different from testset.

Following (Rodriguez-Fernandez et al. 2016) we present several models:

* Ml—a baseline vector model from (Bukia et al. 2016) which is virtually the same
as a baseline in (Rodriguez-Ferndndez et al. 2016). For each candidate collocate
we compute its cosine similarity to vec(a;) — vec(c;) + vec(q;), where (g, c) is
an example collocation for a given LF and g, is a test headword;

* M2—the same baseline filtered by POS tags and NPMI scores;

* M3—the model described above using the same vector spaces for headwords and
collocates trained on RNC;

* M4—model M3 filtered by POS tags and NPMI scores;

* M5—model M3, but collocate vectors are obtained from Russian Wikipedia corpus;

* M6—model M5 filtered by POS tags and NPMI scores.

Table 2. Precision scores

LF M1 M2 M3 M4 M5 M6

OPER1 0.11 0.31 0.10 0.14 0.37 0.63
MAGN 0.23 0.28 0.24 0.28 0.63 0.84
CAUSFUNCO 0.10 0.33 0.22 0.23 0.54 0.64
FUNCO 0.21 0.40 0.29 0.33 0.42 0.42
INCEPOPER1 0.10 0.38 0.64 0.64 0.15 0.15
OPER2 0.17 0.28 0.12 0.11 0.29 0.39
REALI-M 0.20 0.66 0.24 0.26 0.40 0.52
REAL1 0.15 0.37 0.32 0.33 0.66 0.66
INCEPFUNCO 0.13 0.28 0.24 0.23 0.35 0.43

Table 3. Expected precision scores

LF M1 M2 M3 M4 M5 M6

OPER1 0.50 0.50 0.48 0.65 0.57 0.65
MAGN 0.68 0.70 0.70 0.70 0.83 0.78
CAUSFUNCO 0.33 0.45 0.87 0.9 0.80 0.80
FUNCO 0.70 0.80 0.90 0.81 0.58 0.58
INCEPOPER]1 0.40 0.55 0.50 0.50 0.50 0.50
OPER2 0.55 0.60 0.53 0.52 0.75 0.70
REALI-M 0.55 0.70 0.87 0.87 0.70 0.75
REALI 0.40 0.45 0.73 0.70 0.60 0.60
INCEPFUNCO 0.50 0.70 0.72 0.67 0.82 0.77
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Table 4. MRR scores

LF M1 M2 M3 M4 M5 M6

OPER1 0.22 0.55 0.11 0.48 0.34 0.73
MAGN 0.30 0.68 0.30 0.68 0.50 0.90
CAUSFUNCO 0.11 0.43 0.37 0.76 0.41 0.82
FUNCO 0.30 0.82 0.47 0.89 0.36 0.64
INCEPOPER1 0.11 0.60 0.01 0.64 0.15 0.48
OPER2 0.19 0.64 0.23 0.48 0.37 0.66
REALI-M 0.08 0.77 0.36 0.70 0.34 0.86
REAL1 0.23 0.50 0.37 0.70 0.30 0.59
INCEPFUNCO 0.10 0.64 0.37 0.73 0.42 0.72

4.3. Discussion

The results are presented in tables 2—4. As expected, the presented models out-
perform the baseline except for several cases. In general, a considerable improvement
in precision and MRR scores is achieved by filtering. On the other hand, as far as pre-
cision on expected collocations is concerned, NPMI filters discard some relevant ex-
amples, so that the scores without filtering are higher. As regards ranking (assessed
by MRR metric), we do not observe a steady improvement when using a different
corpus to model collocate vector space on several test LFs: FUNCO, INCEPOPERI,
REALL, INCEPFUNCO. We suppose, that collocates corresponding to these LFs’ values
are quite rare in general domain corpus. On the contrary, as these meanings are quite
specific (not abstract), they are better represented in standard register corpus.

It should be mentioned, that there is a number of headwords where an expected
LF value is absent from a retrieved top-10 list. However, in the majority of such lists
there is at least one correct collocate.

The examples of ranked collocates are presented in table 5. Correct collocates
corresponding to target LF values are underlined. Correct collocates coinciding with
the expected LF values are given in bold type. More frequent LF collocates (MAGN,
FUNCO) generally seem to be retrieved with higher precision because of wider col-
locability of its arguments and their high frequency. On the other hand, more specific
LFs (REAL1, INCEPOPER1) are also processed correctly because such combinations
are quite specific and usually both headword and collocate occur in quite specific
contexts.

Table 5. Retrieved collocates examples. Correct LF values are underlined

LF (Mel’¢uk,

headword | Zholkovsky 1984) retrieved collocates
00800 MAGN(0o0g800)= pewumensHbolil, yeOumeabHblil,
ybedumenwHblil 0CHOBAMebHDLLIL, 8eCKUIL, 2/1A8HbLIL,

beccnopHblil, docmamouHblil. ..
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LF (Mel’¢uk,

headword | Zholkovsky 1984) retrieved collocates

00OMUHO OPER1(0omuto) = uzpamas, nou2pamas, CMyudms, pe3amacs,
uepams cblepams, uepa, bunbsapo, gymeéo.. ..

apecm OPER2(apecm) = nodsepzamacs, HAxX0dumucs, nodgepaams,
cudemsb 6pams, MUHOBAMb, NONAOAM...

asapm INCEPOPER1(azapm) npuxodums, U2pa, y8a1eKamauCs. ..
= gxo0umsp

dopoza FUNCO(dopoza) = uomu, noimu, mAHYMbsCA, 1eHCAMb,
npoxooums nJjlecmuch, mawumscs ...

OeHb INCEPFUNCO(0deHb) = | Hacmynams, HACIMABAMb, HAYUHAMbCA,
Hacmasams npuxodums, NpuUiimu, Hame4uamscs,

aﬂumbCﬂ, 3aAKaH4Yu8amscCH...

ecmpeua CAUSFUNCO(scmpeua) | Ha3Hauams, HaMeudmbp, NPOB0JOUMb,
= Ha3Hauams, Npoeo- ycaagaugamocs, nompebogams,

oums, ycmpausams npuzaaulame...
2aszema REALIl(zazema) = yumamas, NpoUUMbLEAMb, NEpEUUMbLEAMb,
yumams nouumbl8AMs, UUMbLBAMb, NUCMAMD,
nucamas, nepeckasvl8ame...
doJi2 REAL1-M(0oni2) UCNOJHAMb, N02AULAMb, UCNOJIHUMDb,
= BbINOJIHSAMb, ynaauueams, no2dcums, 0moasams,

UCNOJIHAMD, omoasamb 3ansiamumsas, N0OBUHOBAMBbCA, 00513bl8AMD. ..

Alongside with correct LF values the output also includes several erroneous cases.
First of all, some of the potential candidates do not represent a typical value of a given LF,
for example, 21agHwbiil do8od ‘main reason’ may be treated as a realization of MAGN, though
the sense of ‘intense’ is not the main one in the given phrase. Secondly, virtually all of the
retrieved words may be interpreted as values of a lexical function (not necessarily the tar-
get LF). Consider the case of the headword ‘owu6xa’. The lexemes HemouHocms, npocuém,
npomax, noezpeutHocms, Oeghexm, onucka represent synonyms (SYN(owubka)); dony-
ckams is a possible value of OPER1(owu6ka). Other cases are keapmupa = COHYP(dom)
given REAL1(0om) = acumn; doneuit = MAGN(pasbop); ackadpa = MULT (kopab.iv), etc.

Thus, negative examples, although they go beyond the scope of our study, yield con-
sistent explanation in terms of LF theory. Our data provide evidence on the possibility
of retrieving “bundles” of lexical functions for a given word, e.g. FUNCO(peus) = uomu:
OPER1(peus) = npousrocums, HYPO(peus) = mupada, ckopozosopka, S1(peus) = opa-
mop, S-LOC(peus) = mumune, 6ankem, VER(peus) = 3acmosvhas, etc. Thorough de-
scription of LF “bundles” obtained for a given headword allows to bridge a gap from the
pure collocation analysis to the complex study of lexical-syntactic constructions.

5. Conclusion

Our study shows that enrichment of traditional statistical techniques of collocation
extraction by means of vector space models and lexical-syntactic information (in our
case, LF data) gives new insights into the problem of how word meanings interact
in contexts. In most cases contemporary corpus-based data available for Russian ignore
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lexical structure of collocations and provide statistical information based on association
measures and/or morphosyntactic patterns. On the one hand, by now profound seman-
tic analysis has been performed for more complex linguistic units registered in Russian
corpora, namely, constructions (cf. Lexicograph (URL: http://lexicograph.ruslang.ru/)
and FrameBank (URL: http://framebank.ru/) projects). On the other hand, description
of fine-grained lexical-semantic relations of LF type has been carried out within the
lexicographic framework, given a limited list of headwords and narrow set of their col-
locations which maintain certain LFs (Mel'¢uk, Zholkovsky 1984).

Our research is the first to provide reliable evidence on the possibilities of auto-
mated retrieval and classification of collocations exhibiting LFs in large corpora of Rus-
sian, thus bridging the gap between traditional dictionaries and corpus-based semantic
representations. We have successfully applied a state-of-the-art approach (distributed
word vector representations) to extracting potential collocates for given headwords
and target lexical functions. The method requires only a dictionary of tagged colloca-
tions (the SynTagRus corpus with LF markup, in our case) and corpora for distributed
representation learning. Since these corpora are quite large, the number of retrieved
collocates exceeds the number of collocates listed in the dictionary. The approach dis-
cussed and tested in our paper promises a vast field for future research.

We are going to improve experimental settings. In reported research we used word
embeddings data from word2vec models in RusVectorés project, now we’ve got the
possibility to use AdaGram (URL: https://github.com/sbos/AdaGram.jl) and/or RDT
(URL: https://nlpub.ru/Russian_Distributional_Thesaurus) models. As experiments
were carried out for 9 most frequent LFs and 10 randomly chosen headwords, it is also
reasonable to expand the input data and to obtain a large list of LF-specific collocations.

We consider several applications of results achieved in course of experiments.
Alist of LF-specific collocations may be used in a set of computational semantics tasks
requiring co-occurrence data: lexicon expansion for machine translation tasks (Pro-
topopova et al. 2015), fact extraction and opinion mining (Protopopova et al. 2016),
psycholinguistic profiling (Panicheva et al. 2016), automatic topic labelling, bigram-
based topic modelling (Mirzagitova, Mitrofanova 2016), etc.
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Due to the process of globalization, the number of English borrowings
in different languages is constantly growing. In natural language process-
ing (NLP) systems, such as spell-check, POS tags, etc. the analysis of loan
words is not a trivial task and should be resolved separately. This article
continues our previous work on the corpus-driven Anglicism detection
by proposing an improved method to the search of loan words by means
of contemporary machine translation methods. It then describes distribu-
tion of the borrowed lexicon in different online social networks (OSN) and
blog platforms showing that the Anglicism search task strongly depends
on corpus formation method. Our approach does not contain any pre-pre-
pared, manually acquired data and gives a significant automation in Angli-
cism dictionary generation. We present an effective dictionary collection
method that gives the same coverage compared to random user selection
strategy on a 20 times smaller corpus. Our comparative study on LiveJour-
nal, VKontakte, Habrahabr and Twitter shows that different social, gender,
even age groups have the same proportion of Anglicisms in speech.
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B cBsi3u ¢ npoueccom rnobannsauuu, HabnogaeTcs PpoCT KOJIMYECTBA aH-
IMUACKNX 3aMMCTBOBAHWNIA BO MHOTMX si3blkax Mupa. Monck nogobHbix 3a-
MMCTBOBaHUM NPeACTaBASET MHTEPEC KaK A1 TEOPETUYECKUX UCCNefoBa-
HUIA B 06/1aCTU 3bIKOBbIX KOHTAKTOB 1 MEXbA3bIKOBOrO B3aMOAENCTBUS,
Tak 1 B NpUKaAHbIX 3aga4ax, Hanpumep npu paspaboTke cpeacTs Mopdo-
JIOFMYECKOro aHanmaa, UcCnpasJfieHMst onevyaTok M MallMHHOIo NepeBoa.

[aHHas paboTa NpPoaoonXaeT BbIMOJHEHHOE aBTOpPaMu paHee uccre-
[oBaHne B 061aCTL BbIIBIEHUS @aHINMLM3MOB. B paboTe npeanoxeH ynyy-
LIEHHbIA METOA, NMOUCKA aHMUNCKMUX 3aUMCTBOBaHU B TOM 4YuUC/le C Me-
TOAAMU JIMHENHOrO 0TOOPaXeHMs1 BEKTOPHbIX MPOCTPAHCTB ABYX SI3bIKOB.
OTnmunTenbHOM 0CoBEeHHOCThLIO Noaxoaa siBnsieTca paboTta 6e3 NnoaroTos-
JIEHHbIX 3apaHee ClIoBape 1 COBPaHHbLIX BPYYHYHO KOIEKLWIA.

Takxe paccmaTpuBaloTCsl BONPOCH!I pacnpeneneHns 3anMCcTBOBaHUM
B Pa3/IMYHbIX KOPMyCcax PYyCCKOA3bI4YHbIX NOSb30BATENEN COLMANbHBIX Ce-
Ten. MNpepnoxeHa addekTMBHAA cTpaTernss aBTOMaTMYeCKOro nowucka
TEKCTOBOM MHbOpMaumMu, MO3BOMSIOLLAS YMEHbLUUTb pasMep Kopnyca
B 20 pa3 no cpaBHEHUIO CO CrlyyaiHbiM COOPOM MpPU COMOCTaBUMOW MOJI-
HOTe cnoBapsi. CpaBHUTENbHBIA aHaNIM3 MaTepuanoB TakMx PECYPCOB Kak
JKneoii XXypHan, BkoHTakTe TBUTTEP NOKa3bIBAET PABHOMEPHOCTbL pacrnpe-
OEeNeHnsa 3anMCcTBOBaHMIN B MMCbMEHHOM PeYM NOIb30BaTENEN PA3/INYHOIO
nona v Bo3pacTa.

KnioueBbie cnoBa: novck aHMmuun3mMoB, nekcrukorpabus, ANcTpubyTns-
Has CEMaHTUKa, COLMabHO-CETEBbIE TEKCTHI

1. Introduction

The widespread use of English in the process of globalization continues to have
a tremendous impact on development of different languages, namely, the number
of English words in them is growing rapidly. The phenomenon of Anglicisms is occur-
ring in languages all over the world, and the Russian language is not an exception.
In the field of natural language processing this tendency raises a problem, finding new
words (loan words) that are not yet presented in dictionaries. The automatic detection
of Cyrillic-written Anglicisms in Russian text is a new, non-trivial and actual problem,
especially as it is representative of the texts of social networks. People commonly use
loan words and orthographic variation of loan English borrowings in a significant way.
The notion of an Anglicism can be defined in various ways; what can be regarded
as “true”, as an Anglicism is a rather subjective issue. There are several types of Eng-
lish borrowings that we aim to detect:
e pure Anglicisms (ex.: iPad—atinad, fashion—gawn, YouTube—tomy®6, etc.)—
the word written in Russian as it sounds in English;
* English roots, combined with Russian affixes (ex.: gif+ka => eugxa,
om+football+ums => om¢pymborums, like+Hyms => naiikHyms, etc.)—
the word has an English root and some Russian flexion;
e abbreviations (ex.: LOL—uaon, ZIP—3un, etc.)
e composites (ex.: life+hack—anaii¢pxak, old+school—ondckyn etc.)—words with
two English roots.



Comparative Analysis of Anglicism Distribution in Russian Social Network Texts

For the practical application of the proposed method it is important that a Rus-
sian word can be automatically linked to its English cognate.

A significant amount of theoretical works about integration of Anglicisms
in Russian language, social-linguistic studies and interlanguage research are written
(Chachibaia etc. 2005; Proshina, 2016; Janurik, 2010; Yaniv, 2016). The work (Chu-
gunova etc. 2016) presents detailed classification of Anglicisms in Russian and con-
tinues the research of their adoption and origin. The authors (Muraviev, etc. 2014)
study neologisms and loan words frequently occurring in Facebook user posts. The
authors half-automatically collected a dataset of about 573 million posts from Rus-
sian-speaking users (written during the period from 2006 till 2013). As a result, au-
thors produced a list of 168 neologisms, including Anglicisms and attempted to make
etymological classification and distinguished thematic areas of these neologisms.
Some research is devoted to classification of the modern Anglicisms on the Internet
(Bylatcheva etc. 2016), others pay attention to the comparative studies of languages
occupied by Anglicisms, as in the work made by Balakina (Balakina, 2011), where the
author compares lexical items in Russian and German blogs. In one of his latest works
(Dyakov, 2016) A. I. Dyakov classifies loan words and proposes an adaptation model
of the Anglicism—the scheme of dynamic process in a Russian-speaker’s thesaurus,
frequency of use and mechanism of adoption. Over 10 years he manually collected
more than 20,000 borrowed lexical items and from this considerable set of Anglicisms
he created the Anglicism Dictionaryl available online.

For the Russian language, the method applicable to search for English loan words
and their analogues in Russian social network texts was presented by authors of this
paper (Fenogenova etc., 2016). The proposed general methodology on the material
of LiveJournal texts was able to detect 1,146 Anglicisms based on 20 million LiveJour-
nal texts and comments, but the proposed approach was limited by (a) the computa-
tional expense of machine translation procedure, proposed in the work, (b) the low
fraction of Anglicisms in the collected corpus. Though the proposed method demon-
strated relatively high recall, we failed to find many real-life Anglicisms due to their
absence in our corpus. Thus, corpus formation (or network walk) strategy appears
to be more of a vital problem rather than the hypotheses generation or the filtering
strategy. Contributions to the present study are as follows:

* Modified Anglicism detection method: an approach to linear mapping between
distributive vectors in different languages (Mikolov etc., 2013) was used instead
of machine translation.

e Anglicism variety analysis: Anglicism distribution is independent to the data
source and user age, sex, geographical location.

e Dictionary growth strategy: dictionary size is an asymptotic function of corpus
size. The same amount of Anglicisms can be found on smaller corpus by means
of effective data collection strategy.

1 http://anglicismdictionary.dishman.ru/slovar
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2. Anglicism Detection Algorithm

The method is based on the idea that the original Latin word is similar to its
Cyrillic analogue in scripting, phonetics and semantics. We assume that words are
likely to be borrowed if they sound or script in the same way as their English ana-
logues. At the same time loan words and their original equivalents should be close
in the distributional semantics model. From the corpus of social network texts we take
words, mentioned more than 30 times and generate a list of hypotheses for each pair
of words. Next, we make a list of possible transcriptions and transliterations from Eng-
lish words and compare them with Russian tokens by Levenshtein Distance. We get
the Levenshtein Distance threshold as a function of word length, but the maximum
threshold is set to 3 for the normal forms. As a result we get a list of hypotheses pairs
and check them by distributional semantics in the following ways. The general archi-
tecture of our method is presented in picture 1.

[ Collecting EN and RUS corpora |

'

Generate candidates
| Transcription and transliteration |

| Hypotheses reduction |

| Levenshtein comparison |

!

Filter candidates

SkipGram Linear mapping
model between
filtereing vector spaces

*yes

| Anglicism dictionary \

Fig. 1. General algorithm

First, we verify our candidate from the hypotheses list appears in the model and
has a Latin spelling as the most similar word that is equal to the English hypothesis
candidate. Let us denote a hypotheses set as H, Anglicisms set as A. Any h € H consists
of h.rus—a candidate to Anglicism, h.eng—prototype for Anglicism, h.editDist—Lev-
enshtein edit distance between h.rus and h.eng. If h.eng in the top n nearest vectors,
h.rus is proved to be Anglicism and we will form pairs (h.rus, h.eng) in set A.
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Algorithm 1. Hypotheses validation

1: topByDist = {1000, 100, 10}

2: A=Q@

3: for all h € H do

4: nearestVecs = w2vModel.getMostSimilar(h.rus)

5: if h.eng in top topByDist[h.editDist] nearestVec then
6: A.add((h.rus,h.eng))

7: end if

8: end for

However, this method cannot cope with cases when the SkipGram model does not
contain an English candidate. To solve the problem above, we trialed the method pro-
posed by Mikolov (Mikolov etc., 2013) on our data. The English word2vec model was built
and the linear mapping between vector space of English language and vector space of the
Russian model was learnt. For linear mapping, we selected matrix W that minimizes

1
?ilg IWx; — z]l?,

where x,, z, — i—the pairing of an English word and its Russian translation. Next, map-
ping is provided between the linear vector that corresponded to the hypothesis.rus,
and the vector of the word translation from the English vector space. The final step
was to check the nearest top N vectors, if hypothesis.eng was proven to be in the list,
hypothesis.rus was considered to be an Anglicism.

Algorithm 2. Hypotheses validation with translation

1: N = 100

2: A=Q

3: for all h € H do

4: vec = mapToRussianW2VSpace(h.eng)

5: if h.rus in top N w2vModelRussian.nearestVec(vec) then
6: A.add((h.rus, h.eng))

7: end if

8: end for

3. Comparative experiments

For this study four datasets (LiveJournal, Twitter, Habrahabr and VKontakte)
were used to investigate the distribution of Anglicisms. All selected online social net-
works have very wide topic coverage, user variety and ease of sampling a large dataset
due to the public API. The source data, we used for training models and finding Angli-
cisms, is the following:

¢ VKontakte 11,426,003 Russian texts.

e Twitter 2,936,050 Russian texts.

¢ LiveJournal 10,000,000 Russian texts.
¢ Habrahabr 1,000,000 Russian texts.
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To evaluate the proposed method we have used the following list of Anglicisms:
we have combined the Dyakov dictionary with manually verified generated lists.
The final dictionary contains 20,773 words. Subsequently, evaluation of our method
will be performed based on this joint dictionary. The standard classification metric,
F-measure, was used. It should be noted that due to the fact, that the algorithm can-
not find Anglicisms that are missing in our corpus, we had to count only those words
in the joint dictionary that have a frequency score of more than or equal to 30.

Table 1. Proposed method quality evaluated on different collections

Words of the
True False | jointdictionary
Corpus Method positive | positive | in the corpus
VK+TW, | linear mapping 620 1,454 | 1,103
LD <2 SkipGram 323 235
linear mapping + SkipGram 823 1,638
LJ, linear mapping 506 323 | 4,321
LD<2 SkipGram 1,084 1,339
linear mapping + SkipGram 1,571 1,404
Habr, linear mapping 749 723 | 2,729
LD=<2 SkipGram 534 139
linear mapping + SkipGram 1,060 554

The corpus analysis on the material of blog-platform LiveJournal, that contains
more than 20 million texts, has enabled us to detect Anglicisms. However, the in-
tersection with the manually collected A. I. Dyakov dictionary of Anglicisms consti-
tutes only 26%. At the same time more than 16,000 words were not presented in the
LJ corpus at all. This allowed us to hypothesize—the Anglicism’s usage was unevenly
distributed among users of social networks. An alternative hypothesis was that users
of LiveJournal did not use Anglicisms in their speech and writing at all. For hypothesis
verification we have entailed statistical analysis of Anglicism distribution among us-
ers of VKontakte, Twitter, LiveJournal. additional analysis of user groups split by age
and gender has been performed.

Distribution of Anglicisms among random users of VKontakte and LiveJournal
social networks is shown in the picture 2 (a) and (b). Users who had at least 300 words
in their texts were used to build the chart. The red color on the chart illustrates abso-
lute number of Anglicisms in user texts. The blue color shows the number of unique
Anglicisms. It shows that users from different social networks tend to apply Angli-
cisms in nearly the same proportion. Single Anglicisms were recognized between the
16th and the 25th word in user’s speech irrespective of social network.
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Fig. 2. The fraction of Anglicisms in a user’s dictionary of
(a) VKontakte (b) Livedournal and the ratio of dictionary
size to the size of the corpus with random search (c)

Frequency of Anglicism usage did not depend on gender, age or social network
to be good evidence of fast adaptation of Anglicisms among users and their rapid in-
tegration into active dictionaries of online social network users researched. Analysis
of VK user’s age showed that users from age 12 to 35 tend to use new lexical items
more actively than users from 40 to 70. The intersection between Anglicisms acquired
from adults and teenagers was 0.62. Most frequent Anglicisms, used by one of the
analyzed groups and almost never used by another is shown in table 2.

Table 2. Most frequent words, used only by teens and grown ups

Words Words
Grown Up frequency | Teen frequency
MaprapuH (margarine) 1,602 | moypywm (showroom) 957
6unro (bingo) 1,382 | uHcT (inst) 311
KomIipecc (compress) 1,009 | meiik (make) 187
cTak (stack) 969 | Tpur (trip) 183
nanpuka (paprika) 851 | cmamuTh (spam) 158
dopexc (forex) 729 | xun-xon (hip-hop) 149
MaUHUHT (Mmining) 661 | Tpem (trash) 147
KOMIIOCT (compost) 561 | MUKPOGIEHAUHT 147
(mikrobleyding)
TaMIIOH (tampon) 538 | cBuTOT (svitshot) 140
TUMBbsH (thyme) 510 | kpoccur (crossfit) 139
pambiep (rambler) 492 | maru (party) 137

Therefore, for actualization of dictionaries it’s preferable to select young us-
er’s data, as Anglicisms used by people of the older generation are likely to be al-
ready contained in the dictionary. Furthermore, we can conclude that the hypothesis
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of uneven distribution of Anglicisms among Russian native speakers has been con-
firmed. Although observed social groups use different Anglicisms, the proportion
of loan words in their speech is almost the same as it was in picture 2 (a) and (b).
So we cannot say that teenagers use more Anglicisms, than grown-ups—observed
words are different, but the proportion is the same.

Using the statistics of Anglicism usage, acquired from random user crawling, we have
analyzed several dictionary formation strategies. Modelling Anglicisms by number of us-
ers that simultaneously use them, shows a strongly connected network with an average
degree of 130. It assumes that we can significantly reduce a corpus size by focusing on us-
ers that have large amounts of Anglicisms in their speech. Our corpus formation algo-
rithm had two steps, based on real crawling capabilities—(1) Get all texts (i.e. Anglicisms)
of some user and (2) Get all users of some Anglicism. Step (1) supposes that we download
all texts, include them to our corpus and proceed with the method described in section
2. To increase modelling speed, we made the assumption that Anglicisms can be found
if they occur more than 30 times in the corpora. The number of Anglicisms can be es-
timated by multiplying the number of words by 0.35 to get the exact estimation (where
0.35 is the average F -measure quality of Anglicism detection by our method).

We took 100 users at each iteration; the user selection strategy was as follows:

¢ “Random”—select random users that were not included in to the previousiterations.
e “Rare A’—select users that actively use rare Anglicisms in their speech first.

e “Max A”—select users that use many Anglicisms in their speech first.

e “Max Lexic”—select users that have the richest vocabulary.

As we cannot see all user texts before we download them, we modeled our statis-
tics on 100 randomly selected words written by this random user. This method simu-
lates the situation when we observe comments associated with text already down-
loaded. We evaluated 1,000 experiments to get the mean statistic for each strategy.
The resulting dictionary size ratio is shown in figure 3.
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Fig. 3. The dictionary size to users downloaded ratio
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As shown in figure 3, “Max A” and “Max Lexic” strategies give almost the same
result. The dictionary size increases faster in the case of these strategies, although
they are not able to get all Anglicisms found by random search strategy because some
loan words stay separate from the rest of the vocabulary.

4. Conclusions

The following section breaks down three research contributions of this work and
discusses their limitations. The linear mapping significantly increases total found bor-
rowings recall and provides words missed by SkipGram model or naive translation.
The resulting method is corpus dependent — it requires the same Russian word and its
English analogue to be included into the corpus at least 30 times. The proposed method
has satisfactory computational complexity that allows the researcher to verify hypoth-
eses at Levenshtein Distance 2 or even more. Resulting recall at LD < 2 is 0.74 that
is significantly higher than all earlier observed results. The proposed method does not
require precompiled dictionaries, however the use of the established dictionaries can
be used to exclude old-fashioned Anglicisms and borrowings from other languages
and giving researchers only contemporary, words unknown earlier.

Different social, gender, age groups, use different Anglicisms, although the per-
centage of loan words is nearly the same for all groups. Profile information should
be used during the corpus formation as it increases the resulting Anglicism diction-
ary size. Teenagers use new lexical borrowings more actively than adult users, so the
“New Anglicism Search” problem should be focused on a younger audience.

The best corpus formation strategy is the combination of random search and se-
lection of rich vocabulary actors. First 5,000 users provide 95% of all Anglicisms con-
tained in the corpus in this case.
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LEARNING NOISY DISCOURSE TREES

Galitsky B. (boris.galitsky@oracle.com)
Oracle Corp Redwood Shores CA USA

It is well known that syntax-level analysis of user-generated text such
as tweets and forum postings is unreliable due to its poor grammar and in-
completeness. We attempt to apply a higher level linguistic analysis of rheto-
ric structure and investigate the potential application domains. We leverage
an observation that discourse-level structure can be extracted from noisy
text with higher reliability than syntactic links and named entities. As noisy
text frequently includes informal interaction between agents, discussions,
negotiations, arguments, complaints, we augment discourse trees with
speech acts. Speech Act discourse tree (SADT) is defined as a discourse
tree with verbs for speech acts as labels for its arcs. We identify text classifi-
cation tasks which relies on tree kernel learning of SADTs: detection of neg-
ative mood (sentiment), text authenticity and answer appropriateness for
question answering in social domains. The results are that the proposed
technique outperforms on the discourse level traditional keyword-based
algorithms in all of these three tasks.

Keywords: Speech Act Discourse Tree, sentiment analysis, answer appro-
priateness, text authenticity

1. Introduction

It is well known that text related to social network domains, what is called a user-
generated data, is noisy. Therefore application of traditional natural language meth-
ods to texts written by non-professionals gives lower accuracy. One can expect that
while processing noisy data (Jergensen et al. 2015), certain level of generalization
and abstraction would be beneficial. Similarly to other media such as images, an as-
cent to a higher-level of analysis would be fruitful.

In the last couple of years, availability of parsers which produce discourse struc-
ture significantly improved. Discourse parsers allows for an efficient automated anal-
ysis of rhetoric structures of text (Webber 2012, Joty et al 2013, Feng and Hirst 2014,
Surdeanu et al 2015). Accuracy of discourse representations of rhetoric parsers has
significantly improved, so that obtained discourse trees can be a subject of further
automated analysis. However, a corpus of studies on applications of computed dis-
course trees is rather limited. In this study we explore how high-level discourse analy-
sis of noisy text can be leveraged by a number of applications where traditional NLP
techniques are fairly limited.

Marcu (1998) regarded a document as a Rhetorical Structure Theory (RST)
(Mann & Thompson, 1988)-based discourse tree and selected textual units accord-
ing to a preference ranking derived from the tree structure to make a summary.
Representing an essence of a noisy text can be viewed from the text summarization
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perspective. Recent studies on text summarization formulate it as a combinatorial
optimization problem, extracting the optimal subset from a set of the textual units
that maximizes an objective function without violating the length constraint. Al-
though these methods successfully improve automatic evaluation scores, they do not
consider the discourse structure in the source document. To be logically coherent,
(Hirao et al 2015) proposed a method that exploits a discourse tree structure to pro-
duce coherent summaries, transforming a traditional discourse tree, namely a rhe-
torical structure theory-based discourse tree, into a dependency-based discourse
tree.

Chat bots frequently rely on ad-hoc solutions for the units making chat turn de-
cisions (Popescu 2007). However, with the advent of novel dialogue planning tech-
niques, integrating task-specific and general world knowledge in order to provide
a more reliable and natural interaction with humans, more sophisticated chatbot
response generation techniques are necessary. The authors present performance im-
provements employing a module that simplemented Segmented Discourse Represen-
tation Theory for response generation for chatbots, using the first-order logic (FOL)
formalism, enforced by a task-independent discourse ontology. These improvements
concern reductions in computational costs and enhancements in rhetorical coherence
for the discourse structures obtained, and are obtained using speech-act related infor-
mation for driving rhetorical relations computations.

Although discourse parsers rely on syntactic information, we expect them to per-
form reasonably well even when this information such as part-of-speech tags and syn-
tactic trees are incomplete and noisy (van der Wees et al 2015). To further overcome
this noisiness problem, we extend discourse trees with speech acts extracted from
text to better represent the structure of what noisy text authors communicate and
in which way.

Notice that slightly different texts might produce rather different DTs, and con-
versely, totally unrelated texts can produce the same DT even if the flow of rhetoric
relations is not fully identical. DT parsers produce differences, which are not neces-
sarily anchored in true discourse facts. Speech Act-based discourse trees (SADT) help
to overcome this problem, since the traditional DTs are enriched with communicative
discourse so that even if relations are misrepresented due to falsely fired syntactic
rules, the structure of communication is still retained. We combine Speech Act Theory
(Searle 1969) and Rhetoric Structure Theory. SADTs, in addition to relation between
fragments of texts connected with rhetoric relations (Mann et al 1992), have special
labels related to speech acts used by participants of a scenario to present a given rheto-
ric relation to the reader of the text.

Noisy discourse tree appear in the following tasks:

¢ Detecting a logical argument in text. A number of text genres of noisy text in-
clude argumentation, where an author attempts to back up her claim with cer-
tain statement. Argumentation is frequently associated with heated discussion.
Conversely, multiple genres such as fact sharing, instructions and others do not
include argumentation. In a content management system, it is important to au-
tomatically relate a noisy text to either the class of opinionated texts (with argu-
mentation) or to the unbiased class (without argumentation).
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* Sentiment analysis. Traditional, semantic compositionality methods of sentiment
analysis are unreliable even when the text is not noisy. A user mood such as nega-
tive sentiment can be inferred from such paragraph-level features as intense ar-
gumentation, complex mental states such as deception, and others. Customer
reviews and opinionated text is a good source of noisy text to explore how senti-
ment polarity can be inferred from the discourse-level features, since the lower-
level linguistic features are rather noisy and unreliable.

* Text authenticity (validity, soundness, proper communication, confidence).
Itisrather harder to assess style-related features of a grammatically incorrect text
based onitssyntacticfeatures. Thedegree of grammardeviation fromnormalisnot
agoodindicator of contentvalidity. Itishard to form explicit rules forhow text style
correspondstoitsvalidity, thereforeasupervisedlearningapproachseemstobemore
plausible. An interesting and systematic example here are customer complaints,
where the task of a customer support agent is to differentiate between

1) valid, sound complaints requiring attention, from
2) invalid, fake ones where a user is in a bad mood or just intends to receive
a compensation.

* Answer appropriateness commenting on a user post. This is a special case of ques-
tion answering, an automated support of user conversation, where the seed (the
question or a request) is an incomplete or grammatically incorrect paragraph
of text. To support a dialogue, a conversational agent needs to extract a topic
from a seed and also maintain the coordination between the seed and response.

In all these domains, the problem is formulated as text classification into two classes:

* Positive (sentiment, authentic / valid text, correct answer or reply);
* Negative (sentiment, incorrect / invalid / incohesive text, incorrect answer or reply).

For a text to be classified into one of these classes, it has to be similar to its el-
ements. We use statistical learning of structures with implicit feature engineering
in the form of kernel learning of discourse trees as a reduction of a set of parse trees
for a paragraph. If the solution to these problems for noisy text is satisfactory we can
expect a broader range of application based on SADTs.

It turns out that using only rhetoric relations or only speech acts gives insufficient
accuracy, but the combination of these sources produce acceptable results. More detailed
syntactic and discourse information might help but can be redundant as well. In this
study we will rely on information obtained from rhetoric relations and speech acts and
compare the results with a classification system employing the syntactic data only.

If a text is shorter than a paragraph, such as Twitter, discourse-level analysis
is believed to be inappropriate.
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2. Representing a purpose of text in its DT

Conducting content exploration via chat bots or search engines (Galitsky 2013),
discourse analysis is expected to help shortlisting answers are coordinated with
a question in terms of style. The way an answer is communicated should be coordi-
nated with the way a question is formulated. For example, if a user asking a question
is a specialist in a certain adjucent area, an answer should contain a link between this
specialty area and the focus of the question. The role of achieving agreement between
user questions and user answers is especially high in noisy text domain.

Discourse-level agreement demands that A matches Q with respect to a domain
knowledge and confidence, argumentation style, a level of politeness and other text fea-
tures other than topics. On the other hand, discourse-level considerations are applied
to Q/A topicality as well. If Q is represented as a sequence of keywords, and A is repre-
sented as a DT, then it is possible to formulate a simple rule-based system to filter out
irrelevant answers based on how query keywords are distributed through the DT-A.
These rules can be considered as constraints for the mapping between the nodes of trees

DT-Q - DT-A,

where PT(Q) is a trivial tree, a chain of words (we remove all edges and add unlabeled
edges to link the nodes for words in a sequence); and DT-A is a tree with nodes for
words and edges for rhetoric relations (all other edges are removed). Once an answer
text is split into elementary discourse units (EDUs), and rhetoric relations are estab-
lished between them, we establish rules for whether query keywords occurring in text
are connected by rhetoric relations (and therefore this answer is likely relevant) or not
connected (and this answer is most likely irrelevant). Hence we use a discourse tree
(DT) as a base to identify certain sets of nodes in the DT to corresponding to Qs so that
this text A is a valid answer, and certain sets of nodes correspond to invalid answers.
Usually, the main clause of a multi-sentence question includes the main entity
of Q and some of its attributes, and supplementary clauses include other attributes
and possibly constraints on them. In the most straight-forward way, the main clause
of a question is mapped into a nucleus, and the supplementary clause is mapped into
a satellite of the RST relation, such as elaboration. Linkage by other RST relations,
where a satellite introduces additional constraints for a nucleus, has the same mean-
ing for answer validity. This validity still holds where two EDUs are connected with
a symmetric relation, such as joint. However, when the images of the main and supple-
mentary clause of Q are satellites of different nuclei in A, it most likely means that they
express constraints for different entities and therefore this A is irrelevant for this Q.
We start with an example of answer text split into EDUs:

[furthermore,] el [they think] e2 [stock volatility maximum is not

occurring at the same time in the past,] e3 [because of production and

pricing differences] e4 [that are limiting the accuracy of seasonal

adjustments] e5 [built into the financial data.] e6

A DT including 6 nodes {el...e6} is shown in Fig. 0. Horizontal lines indicate text
segments; satellites are connected to their nuclei by curved arrows.
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Topic-Comment

1 Attribution

I
2 L/cE,e\

e3 | Elaboration
eS es

Fig. 0. Initial example of a DT

One can see that this text is a relevant answer for the question
Are seasonal swings in stock price volatility due to pricing differences?

because the respective areas e3 and e4 in the DT-A are ({stock, volatility, maximum,
..., due, pricing, differences}) - DT-Q({... €3, e4, ...}), {seasonal, swings} — e3, {pricing,
differences} — e4. However, this answer is irrelevant for the question

Are pricing differences built into employment data?

because the areas e4 and e6 in the rhetoric map of the answer are not connected.
EDU e6 is an elaboration of e5, and e5 is, in turn, an elaboration of e4; however,
e4 and e6 are not logically connected and cannot be mapped into by a set of question
keywords.
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3. Mapping DT-Q into DT-A

We introduce an example of a question and its answer (CollegeHumor 2017) and
show that their DTs have to agree. We will demonstrate that SDT is an andequate
means to express this form of agreement. If a question has a certain logic expressed
by a discourde structure, the answer has to match it in some way. Q/A pair and the re-
spective pair of discourse trees is shown in Fig. 1 (Q is on the left and A is on the right).

The main contradiction in this Q/A pair is that the Q demonstrates a lack of knowl-
edge on a subject and A includes an argument that this knowledge needs to be ac-
quired. Relation contrast in Q has to be addressed in A. Since Q is asking whether
an accident is serious (and a trip to emergency room is necessary) or not, A has to in-
clude this relation, considering cases when the Q author is knowledgable in anatomy
or not and how it affects the emergency room visit. Hence we map Q-contrast into
A-contrast. Also, the elaboration relation associated with Q-contrast is mapped into
elaboration relation associated with A-contrast.

Social Science > Gender Studies Next b

E Is it possible to break your titty bone? *

In the hall at school today, | was trying to be like a rock star so | slid on my knees across the ground. | got
steped on by the fat kid and now my titty bone hurts. Should | call 9117 | think it broke..
Thanks! [~

Meagan Loves Christmas! d 4 years ago
What the heck is a “titty bone*? There aren't any bones in your titties. There are bones UNDER them, and
they're called ribs. There is also a plate of bone in the middle of the chest, between the breasts, called a
sternum. Learn some anatomy or be prepared to be laughed at in the ER!

w2 @

As to a formal definition of a SADT, it is as follows. SADT is a DT with labels
for arcs that are the VerbNet expressions for verbs which are related to speech acts.
The arguments of these verbs are substituted from text according to VerbNet frames.
The first argument is instantiated by an agent and the second by a noun phrase that
is a subject of a speech act. Further details on DTs are available in (Joty et al 2016),
and on VerbNet Frames—in (Kipper et al 2008).
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Fig. 1. Discourse Trees for a question and an answer have to be coordinated
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4. Similarity function for learning SADT

Deep learning approach is not well suited to be applied to structured data since
feature engineering and explainability are difficult. Deep learning can potentially ap-
ply a more complex feature space and assure a higher classification accuracy, but does
not help in understanding or exploring the phenomena. We therefore use inductive
and statistical approaches:

1) Represent SADTs in a numerical space, and express similarity as a number.

This is a tree-kernel approach that belongs to statistical learning family. The
feature space includes all SADTs sub-trees.

2) Use a structural representation, without numerical space, such as trees and

graphs, and express similarity as a maximal common sub-structure (Galitsky
2012, 2016). We refer to such operation as similarity operation (generaliza-
tion, ‘). This is an inductive learning approach.

We use the former approach to assess how text classification tasks can be consis-
tently handled when the data becomes noisier and syntactic analysis produces more
errors. The latter one is superior in terms of feature engineering but is also less uni-
versal and would need special representations of DTs depending on an application
area. Therefore a hybrid approach combing best of both worlds would be beneficial
(not evaluated in this study).
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Fig. 2: A Parse thicket for a question

(Galitsky et al 2015) combined parse trees for sentences with discourse-level re-
lationships between words and parts of the sentence in one graph, called parse thicket.
The straight edges of this graph are syntactic relations, and curvy arcs—discourse
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relations, such as anaphora, same entity, sub-entity, rhetoric relation and communi-
cative actions. Fig. 2 shows the parse thicket for the question I am a US citizen living
abroad, and concerned about the health reform regulation of 2014. I do not want to wait
till I am sick to buy health insurance. I am afraid I will end up paying the tax.

Parse thicket includes much more complete information than just a combination
of parse trees for individual sentences would, especially when these trees are noisy.
Navigation through the parse thicket along the edges for syntactic relations as well
as the arcs for discourse relations allows one to transform a given parse thicket into
semantically equivalent forms for matching with other parse thickets, performing
a text similarity assessment task at the level of paragraph, irrespectively how it is split
into sentences. Parse thickets also help to do relevance assessment with noisy text
where syntactic analysis is subject to numerous errors and omissions. SADT is a sub-
tree of parse thicket as a graph with the focus on rhetoric-level information only.

4.1. Tree Kernel learning for SADT

Tree Kernel learning for strings, parse trees and parse thickets is a well-estab-
lished research area nowadays. The parse tree kernel counts the number of common
sub-trees as the discourse similarity measure between two SADTs. Tree kernel has
been defined for DT by (Joty and Moschitti 2014). (Wang et al 2013) used the special
form of tree kernels for discourse relation recognition. In this study we extend the
tree kernel definition for the SADT, augmenting DT kernel by the information on com-
municative actions. A SADT can be represented by a vector of integer counts of each
sub-tree type (without taking into account its ancestors).

We combined Stanford NLP parsing, coreferences, entity extraction, DT con-
struction (discourse parser, Surdeanu et al 2013 and Joty et al 2016), VerbNet and
Tree Kernel builder into one system available at https://github.com/bgalitsky/
relevance-based-on-parse-trees.

5. Evaluation of SVM TK learning of SADT in four domains

To detect sentiments, we first need to learn to detect a mixture of opinions, a con-
flict, a presence of logical argumentation in text. Then we build a hybrid sentiment
classification system relying upon the detected cases of opposing argumentation.

5.1. Detecting noisy argumentation

We formed the positive dataset from the noisy text data where argumentation
is frequent, e.g. opinionated letters to the editors of major US newspapers. We also
used textual customer complaints dataset from our previous evaluations. Besides,
we use the text style & genre recognition dataset (Lee, 2001) which has a specific
dimension associated with argumentation. For the negative dataset, we used a non-
noisy text sources such as Wikipedia and factual news sources. Both datasets include
3,600 texts.
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Table 1: Evaluation results for detecting logical argument

Newspaper opinions Customer complaints
Method / sources Precision | Recall | F-measure | Precision | Recall | F-measure
Naive Bag-of-words 63.4| 56.7 59.86 52.3| 54.2 53.23
WEKA-Naive Bayes 64.7 57 60.61 56.7| 52.6 54.57
SVM TK for RST and 78.8| 72.9 75.74 74.6| 70.2 72.33

SA (full parse trees com-
bined in parse thicket)

SVM TK for DT (w/0 SA) 62.4| 61.7 62.05 59.3| 63.2 61.19
SVM TK for SADT 81.9 76.3 79.00 75.2 74.6 74.90

SVM TK baseline is shown as light-greyed area in the middle row of Table 1.
Representation includes exhaustive syntactic information in the form of parse thick-
ets. The best algorithm of the current study, SVM TK for SADT (bottom greyed row)
outperforms SVM TK for traditional DTs (without speech acts) by as much as 25% and
full-set syntactic features (the SVM TK baseline) by only 3%. We conclude that con-
tribution of speech act—related information for noisy text is substantial. A small gain
in accuracy is due to the fact that noisy text syntactic data is noisy, and its addition
decreases the recognition accuracy instead of increasing it.

5.2. Improvement of sentiment detection

Since reliable sentiment detection in an arbitrary domain is extremely hard,
we focus on a particular sentiment—related feature such as logical argumentation
and observe how its detection (Section 4.1) can help overall sentiment assessment.
We formulate sentiment detection problem for noisy text at the level of paragraphs,
only detecting sentiment polarity. For evaluation, we use a dataset of positive and
negative, genuine and fake travelers review of Chicago area hotels (Ott et al 2013).

The results of sentiment analysis achieved by the hybrid compositional seman-
tics and discourse analysis are shown in Table 2. In the first row we show the accuracy
of the baseline system on our data. In the second grayed row we show the improve-
ment by means of the hybrid system. This improvement of almost 15% is achieved
by discovering overall negative sentiment at the paragraph level in case of recognized
presence of argumentation. In some of these cases the negative sentiment is implicit
and can only be detected indirectly from the discourse structure, where individual
words do not indicate negative sentiments.

Table 2. Evaluation of sentiment analysis task

Data source and method Precision | Recall | F-measure
Baseline sentiment detector (Standord NLP 62.7 68.3 65.38
Sentiment)

Hybrid sentiment detector (Stanford NLP + SVM 79.3 81.0 80.14
TK for SADT)

Sentiment detector via SVM TK for SADT 69.8 68.3 69.04
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5.3. Accessing authenticity of customer complaints and reviews

Table 3. Evaluation of complaint/review validity task

Data source and method F

Untruthful opinion data detector, positive reviews (SVM TK SADT) 77.26
Untruthful opinion data detector, negative reviews (SVM TK for SADT) 76.23
SVM TK of unconnected parse trees 62.84
SVM TK of parse thicket with anaphora only 65.10
SVM TK of with anaphora and Stanford sentiment profiles 74.46
SVM TK of parse thickets with anaphora and RST 78.98
SVM TK of SADT 80.03

We explored whether fake opinionated text have different rhetoric structure
to genuine one (Table 3).

Although our SVM TK system did not achieve (Ott et al 2011, 2013) performance
of 90%, the task of detection of fake review texts was performed (at 76-77% accu-
racy, two bottom greyed rows) by the universal text classification system, the same
that extracts arguments, finds rhetorically suitable answers and assesses sentiments
polarity. We also accessed the validity of customer complaints, based on the manually
tagged set of a limited size. We observed how adding discourse information improves
recognitions accuracy: we start with unconnected parse trees, then add anaphora and
RST, and finally proceed to SADT (bottom of Table 3).

5.4. Assessing coordination a question and an answer

Our evaluation dataset included 560 Answers and Questions scraped from public
sources. We consider the pair Question-Best Answer as an element of the positive train-
ing set and Question-OtherAnswer as the one of the negative training set.

To facilitate data collection, we designed a crawler which searched a specific
set of sites, downloaded web pages, extracted candidate text and verified that it is
adhered to a question-or-request vs response format. Then the respective Q/A pair
of texts is formed. The search is implemented via Bing Azure Search Engine API in the
Web and News domains.

Answer classification accuracies are shown in Table 4. Each row represents a par-
ticular method; each class of methods in shown in grayed areas.

Table 4. Evaluation of the coordination task

Community Answers
Source / Evaluation setting P R F1
Types and Counts for rhetoric relations of Q and A 55.2 | 52.9| 54.03
Entity-based alignment of DT of Q and A 63.1 57.8 | 60.33
SVM TK for Parse Trees of individual sentences 66.1 63.8 | 64.93
SVM TK for RST and SA (parse thickets 75.8 74.2 | 74.99
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Community Answers
Source / Evaluation setting P R F1
SVM TK for RR-DT 76.5 77.0 | 76.75
SVM TK for RR-SADT 80.3| 78.3]| 79.29
SVM TK for RR-SADT + sentiment + argumentation
features 783 | 76.9| 77.59

Our evaluation settings are close to SVM-based ranking of RST parses. The rhet-
oric relevance recognition accuracy is also comparable with the state of art in question
answering systems relying on rhetoric features such as (Jansen et al. 2013).

Conclusion

In this study we defined SADT and proposed a statistical SVM TK based learning
framework that can be applied to a manifold of NLP tasks. SADT allows combining
the structure of rhetoric relation with the structure of communication, which comple-
ments each other being applied to noisy noisy text.

Using SVM TK one can differentiate between a broad range of styles of noisy text
(Galitsky et al 2015). Each text style and genre has its inherent rhetoric structure that
is leveraged and automatically learned. When syntactic structure is noisy and some
features can be missing, the rhetoric structure with unreliably detected EDUs can still
be a reliable indicator of text style. Since the correlation between text style and text
vocabulary is rather low, traditional classification approaches, which only take into
account keyword statistics information could lack the accuracy in the complex cases.

An extensive corpus of literature on RST parsers does not address the issue
of how the resultant DT will be employed in practical NLP systems. RST parsers are
mostly evaluated with respect to agreement with the test set annotated by humans
rather than its expressiveness of the features of interest. In this work we focused on in-
terpretation of DT for noisy text and explored ways to represent them in a form indica-
tive of a conflict, negative sentiment, sharing of authentic information rather than
neutral enumeration of facts.

We demonstrated that this discourse-level technique performs better than tra-
ditional keyword-based statistical and/or compositional semantics approaches in all
of these four tasks. We also showed that this improvement is larger for user-gener-
ated content in comparison with the professionally written text with proper style and
grammar. Classification of SADTs gives a higher accuracy than a conventional senti-
ment analysis. Text validity assessment for a gives satisfactory results, comparable
to general style classification accuracies obtained elsewhere. Also, rhetoric support
for answer relevance demonstrated the accuracies comparable with the state-of-the-
art for community question answering (Jansen et al 2013).

The code used in this study is open source and is available at https://github.com/
bgalitsky/relevance-based-on-parse-trees.
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The paper considers applying of ensemble algorithm based on rules and
machine learning for anaphora resolution in Russian language. Ensemble
presents combination of formal rules, a machine learning algorithm Extra
Trees and an algorithm for working with imbalanced learning sets Balance
Cascade. Complexity of the approach lies in generation of complex features
from rules and vectorization of syntactic context, with context data obtained
from algorithms mystem (Yandex), SyntaxNet (Google) and Word2Vec.
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Introduction

In such natural language processing tasks as machine translation, information
extraction and others the engineers often face the problem of anaphora resolution.
Resolution of personal pronoun anaphora is the task of finding a word expression
that a personal pronoun refers to. There is a significant number of researches related
to anaphora resolution in the European languages [2, 3, 5]. As for the Russian lan-
guage, the problem is not sufficiently represented. This is due to the fact that there
is a lack of open annotated Russian corpora that are required for model training and
evaluation.

The basic concepts related to the task of pronominal anaphora resolution are
anaphor and antecedent. Consider the example: “Qesnnogek sieHu8 no cgoeil npupoode,
U MONBKO dcecmouaiiias KOHKYpeHuus moxcem npugecmu e2o k ycnexy.” The word
“ez0”, anaphor, refers to the same real-world entity that “uesnogex”, antecedent. Com-
monly, the antecedent is located in the text before the anaphor. But there are also
cases of cataphora—a phenomenon, opposite to anaphora, when the antecedent ap-
pears in the text after the pronoun. In this work we aggregate these two terms into
the one—anaphora.

The aim of our work was to develop an algorithm that resolves anaphoric links
between the personal pronouns and their antecedents in the Russian language. In this
algorithm we used a hybrid approach, based on rules and machine learning.

The anaphora resolution in Russian involves certain difficulties. Usually text
preprocessing includes the following steps: part-of-speech tagging, morphological
analysis of words, detection of noun phrases, syntactic parsing and surface-semantic
analysis. During automatic preprocessing the errors tend to appear and accumulate
at the following steps, and later the errors may affect the algorithm quality. However,
interest in the problem of anaphora resolution remains high in recent years among
both European and Russian researchers.

1. Related works

We can distinguish three approaches to anaphora resolution: rule-based, based
on machine learning and hybrid.

A rule-based approach is suggested in [3]. The main idea is to take into account,
besides part-of-speech tagging, the information about the noun phrases preceding
the anaphora at the distance of two sentences. Only those noun phrases that agree
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with the anaphora in gender and number are selected. Then the rules are applied
consistently. The size of text corpus for testing the algorithm was 28 thousand words
(among which 422 pronouns). The accuracy was 57%.

The paper [1] describes a rule-based method of anaphoric links detection for the
Russian language. The research is mainly aimed at studying the types of substitution
used in various socio-political texts. Unfortunately, the authors did not provide a com-
parison of the accuracy of anaphoric relations detection.

Some researches [6, 9, 10] propose to solve the problem of anaphora detection
using machine learning methods. In particular, the authors of the work [9] observed
that if the support vector machine (SVM) is used in addition to a set of rules, then the
best accuracy is 52.04%. The study [6] found that additional knowledge about the
semantic roles of anaphora and antecedent can improve the quality of the solution
of the problem by 0.1-6.6%.

The study [2] describes pronominal anaphora resolution in analysis of user
opinion data. The authors used 16 characteristics, divided into three categories: ana-
phoric pronouns, candidates for antecedents and relationship characteristics. A rela-
tively small corpus in the Basque language was taken for training and testing. It con-
sisted of 50 thousand words and 249 anaphoric pronouns. Various methods of ma-
chine learning were compared in the experiment: support vector method (SVM),
ensemble of decision trees (RF), k-nearest neighbors (kNN) method, multilayer
perceptron (MLP), Bayes method (NB), Bayesian combined approach and Decision
trees (NB-Tree). Quality assessment was carried out using 10-fold cross-valuation.
The results of the experiments showed that a high accuracy of 0.803 is observed for
the SVM, while the best recall of 0.702 and the F-measure of 68.3% were obtained
using the RF.

An article [7] describes the experiment on the anaphora resolution for the Rus-
sian language using a hybrid approach. First, a set of potential antecedents is selected
for each pronoun. Next, the most likely candidate is chosen on the basis of a set of char-
acteristics containing information on compatibility of words, statistical, morphologi-
cal and syntactic characteristics. After that the Random Forest algorithm is used for
classification of feature vectors. The highest accuracy of 71% was obtained on the set
of all available features.

A hybrid approach to coreference resolution in the English language is presented
in [5]. The authors proposed 10 models based on the rules as features for machine
learning. For example, the rule “Is there an anaphor-antecedent pair in direct speech?”
can be considered as a binary categorical feature. Some of the rules appeared in the
article [5] were applied in our work.

The method proposed in our paper is based on machine learning and implemen-
tation of a complex approach to feature matrix generation. The feature matrix con-
tains features obtained from the rules or generated from other features. To analyze
the syntactic context, a neural network algorithm SyntaxNet [8] was used.



Gureenkova O. A, Batura T. V., Kozlova A. A., Svischev A. N.

2. Data preparation

We used a text corpusl of 2,684 texts on criminalistic topics from the informa-
tional portal mvd.ru to train our model. The mean text length is about 1,200 symbols.
1,000 more texts were taken for testing. The texts were annotated manually by expert
linguists.

Required data were extracted from the texts and transformed into a feature ma-
trix. The matrix rows are represented by all possible pronoun-noun pairs of a single
text, some of which are correct anaphoric pairs. The correct pairs got the positive class
labels according to the annotation. Thus, the anaphora resolution task was reduced
to the binary classification of pronoun-noun pairs.

In the first experiments we searched the antecedents for current pronoun
throughout the whole text. But it was founded out that it is rather meaningless and
moreover, requires a very large amount of computational resources. The probability
of finding an antecedent far away from the pronoun is too low to consider such cases.
The experiments described in [9] showed that the optimal window for searching the
antecedents is 23 words. Given that the average sentence length in Russian is roughly
equal to 10 words, we decided to limit the window to two sentences before and two
sentences after the sentence with antecedent. The antecedents that appear after the
pronoun are the cases of cataphora. Cataphoric pairs accounted for 33% of all data.
The size of training sample was 262,804 pairs pronoun-noun.

Another positive effect of such restriction was partial solution of the imbalanced
set problem. The percentage of correct anaphoric pairs was 3% before the limitation,
and it increased to 10% after setting a window.

3. Feature Generation and Selection

The feature matrix contains features of anaphor and antecedents which are
based on morphological, syntactic, statistical and vector analysis of texts. The whole
number of generated features was 2,596, but after the selection only 240 features left.

Feature selection was semi-automatic. The features were ranked by their impor-
tance, evaluated by the Extra Trees model, which used for classification. Moreover,
the Recursive Feature Elimination (RFE) method was used. The features were di-
vided into several groups, then random features were sequentially removed from each
group, and the quality of classification with the current feature group was estimated.

It does not seem possible to describe separately all the used features in the scope
of this article because of their large number, but it is possible to combine features into
the following groups (see Table 1).

1 This corpus is available at https://github.com/my-master/CoreferenceData
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Table 1. Feature groups of training set

TF-IDF vectors of morphological and syntactic tags,
taken for anaphor and antecedent in three directions
of the syntactic context: the child nodes, the parent
node, and the sibling nodes.

Feature Number of
Group description origin features
1. Binary categorical features, obtained with mystem rules, 7
morphological analyzer and relatively complex rules mystem
(for example, “the entity indicated by the antecedent
is a person”, “anaphor and antecedent agree in person,
number and case”).
2. Non-binary categorical features. They are based mystem, 82 (after
on simple grammatical characteristics of anaphor Syntaxnet | binariza-
and antecedent (part of speech, number, gender, tion)
case, animacy, type of anaphoric pronoun, syntactic
relations).
3. Numerical features derived from Word2Vec vectors Word2Vec, |28
for syntactic contexts. They include all possible dis- SyntaxNet
tances between context vectors of antecedent and ana-
phor and distances between antecedent and anaphor
own vectors and average vectors of their contexts.
4. Numerical features, obtained as a result of calculat- rules, 13
ing various linear (i.e., not syntactic) distances, for mystem
example, distance in words, sentences, nouns, verbs
between anaphor and antecedent.
5. Transposed vectors, obtained using SyntaxNet with SyntaxNet | 110

4. Classification Process

We considered the problem of anaphora resolution as a binary classification
problem of possible pronoun-noun pairs. In view of the large space dimension and the
variety of ways to obtain features, it was decided to use the algorithm based on deci-
sion trees as the classification algorithm. It was revealed that the Extra Trees [4] algo-
rithm, which is a modification of a random forest, shows the best results. Therefore,

it was chosen as the main algorithm.

For the Extra Trees algorithm, the following parameters were selected:
* the maximum percentage of features for finding the best partition was 0.23;

¢ the number of trees in the forest was 200;
* balanced class weighting method was chosen.

In addition to choosing the main algorithm, it was also necessary to solve the prob-
lem with an imbalanced sample, since after the initial screening of incorrect anaphoric
pairs by a three-sentence frame, the proportion of correct pairs was still at 10%, which



Gureenkova O. A, Batura T. V., Kozlova A. A., Svischev A. N.

could lead to low accuracy of the trained algorithm. To solve this problem, various sim-
ple methods were tested (reducing the number of objects of the major class, duplication
of the objects of the minor class), which did not bring a gain in quality. Nevertheless,
after applying the ensemble algorithm Balance Cascade F-measure improved by 1%.
The following parameters for the Balance Cascade were selected:

¢ fraction of the minor class: 0.5;

* maximum number of generated sub-samples: 200;

* random-forest was chosen as internal classifier for quality assessment.

After applying the Balance Cascade algorithm, new true anaphoric pairs were
generated and some of the old incorrect pairs were discarded. As a result, the pro-
portion of true pair from the entire sample has already become 25%. However, due
to the specificity of the Balance Cascade algorithm, the size of the training sample
increased approximately 1.3 times, which increased the requirements for computing
power. For example, before the application of Balance Cascade, the size of the training
matrix was 262,804 x 240. After converting the sample, the matrix size varies from
341,900 X 240 to 345,800 x 240.

5. Experiment results

Precision, recall and F-measure were used to assess the quality of the proposed
method. It is necessary to take into account both precision and recall simultaneously
for evaluating the results. Fig. 1 shows the Precision-Recall curve.

PR curve

— estimator ||

1.0 |

0.6 - .

Presision

0.2 - .

0.0 0.2 0.4 0.6 0.8 1.0
Recall

Fig. 1. Precision-Recall curve
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Accuracy was not taken into account, since under the conditions of an extremely im-
balanced sample it would be high even with a constant classifier that assigns the value
of the wrong pair to all pairs. Table 2 gives the best obtained values of precision and recall
for a certain threshold of the probability of belonging to the class of correct anaphoric pairs.

Table 2. Precision and recall values obtained in the control sample

Threshold of the probability Precision Recall
0.280 0.6577 0.7789
0.285 0.6605 0.7748

Due to high relevance of the feature groups it was decided to test the algorithm
quality on each group and their combinations separately. Also it helped to understand
the contribution of each group to the overall result. The F-score obtained on different

feature groups is shown at the Table 3.

Table 3. F-score on feature groups

Feature group

F-score, %

Non-binary categorical features

Numerical features derived from Word2Vec vectors
Numerical features (linear distances)

Transposed vectors

Binary categorical features 28.6
Non-binary categorical features 57.8
Numerical features derived from Word2Vec vectors 50.0
Numerical features (linear distances) 32.9
Transposed vectors 61.2
Binary categorical features 70.3
Non-binary categorical features

Numerical features derived from Word2Vec vectors

Numerical features (linear distances)

Binary categorical features 70.2
Non-binary categorical features

Numerical features derived from Word2Vec vectors

Transposed vectors

Non-binary categorical features 70.1
Numerical features derived from Word2Vec vectors

Numerical features (linear distances)

Transposed vectors

Binary categorical features 70.9
Non-binary categorical features

Numerical features (linear distances)

Transposed vectors

Binary categorical features 71.4
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It can be seen that in the cases when only one of the feature groups was taken
into account, the corresponding F-scores differ greatly from each other. The best
value of 61.2% is achieved on the transposed vectors obtained using SyntaxNet with
TF-IDF vectors. Presumably this is due to the fact that the fifth feature group is the
most numerous, i.e. we can see that there is a correlation between the number of fea-
tures in each group and the obtained result.

At the same time, in the cases when different combinations of feature groups are
used simultaneously, their corresponding F-measures differ insignificantly. It implies
that despite the correlation among the features, decreasing their number doesn’t lead
to increase of the F-measure. The best value of 71.4% was obtained in the case when
all five feature groups were used.

6. Conclusion

In this article, we offer a complex approach to the anaphora resolution in the
Russian language. Formally, the problem of anaphora resolution can be represented
as a binary classification problem. The feature matrix for classification contains in-
formation about morphological, syntactic, statistical and vector analysis of texts. The
total number of generated features was 2,596, but after the selection only 240 the
most important features left. All the features can be divided into five groups. Despite
the correlation among the features, decreasing their number does not lead to increase
of the F-measure.
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PART-OF-SPEECH TAGGING: THE POWER
OF THE LINEAR SVM-BASED FILTRATION
METHOD FOR RUSSIAN LANGUAGE

Kazennikov A. O. (kazennikov@igmen.ru)
IQMen LLC, Moscow, Russia

We present our approach to Part-of-Speech tagging and lemmatization
tasks for Russian language in the context of MorphoRuEval-2017 Shared
Task. The approach ranked second on the closed track and on several test
subsets it ranked first.

We proposed a filtration-based method which seamlessly integrates
a classical morphological analyzer approach with machine learning based
filtering. The method addresses both tasks in a unified fashion. Our method
consists of two stages. On the first stage we generate a set of candidate
substitutions which simultaneously recovers the normal form and provides
all necessary morphological information. We select an optimal substitution
for the current word given its context on the second stage.

The filtration stage of the presented method is based on Linear SVMs
extended with hash kernel. The extension reduces the size of our model
by an order of magnitude and allows to easily tune the tradeoff between the
precision and the model size.

Keywords: POS Tagging, Morphological analysis, SVM, Hashing trick

MOP®OJIOTMYECKUIN AHATINS:
GUNBTPALMOHHBIA METO HA OCHOBE
SVM A1 PYCCKOI'O A3bIKA

KazeHHukoB A. O. (kazennikov@igmen.ru)
3A0 «AnkymeH-MBC», Mocksa, Poccus

B HacToswer cTaTtbe NnpeacTaBieH MeTo, CHATUS MOPdONOrnyeckor oMo-
HUMWUM 3aHABLLMA BTOPOE MECTO B 00LLei Tabnuue Ha 3aKpbiTO A0POXKE
copeBHoBaHusa MorphoRuEval-2017. lNpepnaraemblini MeTon co4veTaeT
Knlaccu4eckmuin MopdOoNOrMyecknini aHanm3 1 no3BoNSeT OOHOBPEMEHHO
pewaTb 3a4ayn neMmatM3aumm M BOCCTAHOBSIEHUS MOPdONIOrnyeckmx
npusHakos. lNpegnaraemblin MeTO4, COCTOUT U3 ABYX CTaAuvi: reHepauumn
BO3MOXHbIX BapUaHTOB aHanmMsa cnoBoGOpMbl 1 BbiIOOpa KOPPEKTHOM
N3 Cnu1cka BO3MOXHbIX BapUaHTOB.

MepBas cTagus ocHOBaHa Ha aHanM3e MO C/OBaply, COCTOSLLErO
13 PassiMyHbIX UCTOYHUKOB: KOHBEPTMPOBaHHOro cnosaps AOT, cnosaps,
COCTaBJIEHHOIO MO KOPMyCy W NpeaukTUBHOrO mMoayns. Btopas crtagus
peanu3oBaHa C MOMOLLbIO Kfaccudukaumm Ha OCHOBe nunHerHon SVM,
[OMOJSIHEHHOW anropuTMaMm XewmpoBaHus. OTO MO3BOJISET COKPATUTb
MoAesb NMPU3HaAKOB MaLUMHHOTO 0Oy4YeHUs Ha Mopsaok 6e3 Kakon-nnbo
noTepu B Ka4eCTBE U B AalibHelLeM rmbko HacTpanmBaTb COOTHOLLUEHME
MeXAy TOYHOCTbIO CHATVS OMOHVMUU U Pa3MEPOM MOLEN.

KniouyeBble cnoBa: Mopdonornyeckmin aHanns, CHaTne mopdonormye-
CKo oMoHMMUK, SVM, XelwumpoBaHune
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1. Introduction

Morphological analysis plays an important role in almost any NLP pipeline, espe-
cially for morphologically-rich languages such as Russian language. It is usually one
of the early stages of the pipeline, and the overall performance heavily depends on the
quality of these first stages.

There exists a slight ambiguity in the formulation of the part-of-speech tagging
problem. Early research on the problem was done mainly for the English language
which has a relatively simple morphology, if compared, for example to the Russian
language. So the term “part-of-speech” for English usually refers to an extended
atomic tagset, rather than a strict part-of-speech tags such as “noun”, “verb”, or “adjec-
tive”. The distinction between strict POS tags and the extended atomic tagset is much
higher for Russian, which has about 10 strict part-of-speech tags, whereas the full
morphological model contains about 10 additional categories witch totals to about
40-60 morphological features (those numbers depend on the used morphological
model), and results to over 300 atomic part-of-speech tags. This leads to severe pre-
cision penalties when successful approaches for English atomic POS tags are trans-
ferred to Russian language without modifications.

The second goal of the Shared Task, the lemmatization, is the task of reconstruc-
tion of the normal form of a word and is tightly coupled with the task of POS-tagging.
This problem is more significant for the Russian language, because it is the highly
inflected language. For example, the Zaliznyak’s dictionary[1] used in AOT project[2]
contains about 120k word records which produce on expansion over 4.5M wordforms.
That ratio is an order of magnitude higher if compared with English language.

Through this paper we will refer to “POS-tagging” as the task of recovery of a full
set of morphological features for a word, and to “morphological analysis” as the joint
task of POS-tagging and lemmatization.

The rest of the paper is organized as follows. Section 2 presents related work
to the Shared Task. Section 3 describes the MorphoRuEval Shared Task setting. Sec-
tion 4 introduces our approach to the MorphoRuEval POS-tagging and lemmatization
tasks. Section 5 provides the evaluation results. Finally, we provide some concluding
remarks in the last Section.

2. Related work

We identify three areas of research related to the MorphoRuEval Shared Task.
The first area is the theoretic area of research of the tagset structure that could rep-
resent the linguistic properties of the Russian language. In this area we want to note
the tagset of AOT project [2], the RusCorpora tagset [3], the SynTagRus tagset [4], the
positional tagset [5], and the Universal Dependencies tagset [6].

The second area of research focuses on practical aspects of morphological anal-
ysis—the implementation of morphological analyzers. The approach of [7] is based
on two separate finite state automata (FSA) for stems and endings, AOT project [2] uses
a single automaton for storing the dictionary, the ETAP-3 NLP Processor [8] uses the idea
of two-level Finite State Transducer for storing data for both analysis and morphological
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generation in a single FST. This area includes the research on predictive morphological
analysis of unknown words. There we want to note the work of [2] which uses reverse
endings to build a guesser FSA to deal with unknown words and [9] that introduces the
normalizing substitution concept and presents some heuristics to lexical disambiguation.
The third area related to the Shared Task is the area of POS-tagging and disambigu-
ation. The state-of-the art approaches are based on machine learning techniques. The no-
table approaches are the transformation-based approach of Brill tagger [10], the decision
tree approach of TreeTagger [11], the classical approach based on HMMs of TnT tagger
[12] and SVM-based approach of SVMTool [13], further elaborated in [14]. The recent
research focuses on deep-learning approaches and various architectures [15, 16, 17].

3. MorphoRuEval Shared Task setting

All participants of the MorphoRuEval Shared Task were provided with several
resources to train their models. Some of these resources were annotated and some
were plain-text. We will focus on annotated resources only. They included:

1. GICR corpus, 1M tokens.

2. RNC corpus (the open part), 1.2M tokens.

3. SynTagRus corpus, 900k tokens.

4. OpenCorpora corpus, 400k tokens.

All corpora were converted to a simplified variant of Universal Dependencies
morphological tagset format [6] (Table 1). The morphological model used in the
Shared Task consisted of 12 POS tags and 12 feature categories. A valid parse contains
at most one feature from each category. This totals in 40 features (of which 12 were
POS tags). All corpora were semi-automatically converted to the Shared Task tagset
format. This resulted in some inconsistencies between corpora. However, there were
explicitly stated that all inconsistencies should be resolved in the favor of the GICR
annotation flavor. Thus, the GICR corpus could be viewed as a gold-standard corpus,
and the others as a source of potentially unreliable auxiliary information.

Table 1 sums up the morphological tagset used through the Shared Task. We
should note that punctuation marks were treated as words too.

Table 1. Morphological model of the MorphoRuEval-2017.
Features skipped from the evaluation are marked with **’

Category | Features
1 | POS NOUN, PROPN (same as NOUN), ADJ, PRON, NUM, VERB, ADV,
DET, CONJ*, ADP, PART*, H*, INTJ*, PUNCT
2 | Case Nom, Gen, Dat, Acc, Loc, Ins
3 | Number | Sing, Plur
4 | Gender Masc, Fem, Neut
5 | Animacy | Anim*, Inan*
6 | Tense Past, Notpast
7 | Person 1,2,3
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Category | Features

(o2}

VerbForm | Inf, Fin, Conv
9 | Mood Ind, Imp

10 | Variant Short/Brev
11 | Degree Pos, Cmp

12 | NumForm | Digit

Table 2 presents some statistical properties of the provided corpora. It shows sig-
nificant annotation inconsistencies between corpora used in the Shared Task.

Table 2. Training corpora statistics

Corpus Tokens | Unique lemmas | Unique feature sets | Unique words
GICR 1M 43k 303 115k
SynTagRus 0.9M 43k 250 104k
RNC 1.2M 53k 557 127k
OpenCorpora 0.4M 42.5k 337 79k

The MorphoRuEval Shared Task had a strong focus on the evaluation of mor-
phological aspects limiting the possible error sources. Both training and testing were
done on pre-tokenized data, discarding any errors that could happen due to tokeniza-
tion differences.

4. Proposed method

Our method integrates a classical dictionary-based morphological analysis pipe-
line with machine learning based disambiguation techniques.

The overall tagging procedure is straightforward and proceeds in greedy man-
ner. It consists of the following steps:

1. Generate all parse candidates for each token of the sentence

2. Scan the sentence in the left-to-right manner.

1. Score each parse candidate with respect to the sentence context

Select the best parse
Assign it to the current token
Proceed to the next token

H W

4.1. Candidate generation stage

The first stage of our model generates parse candidates for the given word.
We used the normalizing substitution concept from [9] to represent a single parse
candidate. A substitution is a triple of:
¢ The wordform ending
* The Normal form ending
* The full set of associated morphological features, including the POS tag.
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This representation simultaneously provides candidate solutions for both goals
of the Shared Task: it recovers morphological features of the word as well as the nor-
mal form.

A substitution is applied to the word in a trivial manner:

1. The ending is stripped from the word form,

2. The ending of normal form is appended,

3. All morphological features of the substitution are assigned to the parse.

For example, a substitution of

(wfEnd="“¢”, nfEnd=“a”, feats=NOUN, Animacy=Inan|Case=Loc|Gender=
Fem|Number=Sing)

transforms the word “pyxe” into “pyxa” and assigns respective features to the parse.

We used several data sources to build this module:
* A dictionary collected from the provided corpora, as it is the gold standard for
features and lemmatization (after some experiments we used GICR corpus only).
* A partial transformation of the dictionary of AOT project [2] to the Shared Task
tagset (the substitution mapping was performed on GICR joined with SynTagRus).
* A guesser for treating unrecognized words (we used GICR only again).
* Some simple heuristics for parsing special kinds of tokens (numbers, for example).
* Ahand-crafted dictionary of frequent incorrectly parsed words (~50 wordforms
total).

We collected the corpus-based dictionary at the first step. So we got a mapping
from each wordform to a set of possible normalizing substitutions.

The conversion of the AOT dictionary posed some challenges. The Shared Task
tagset doesn’t maps one-to-one to any existing machine-readable dictionary of Rus-
sian. We designed a conversion procedure that maps normalizing substitutions of the
corpus dictionary to the substitutions of AOT dictionary. We assume that if a corpus
substitution perfectly matches an AOT dictionary substitution, then we could safely
assign this corpus substitution to other AOT dictionary wordforms that derive this
substitution. To do this, we used some transformations of AOT tagset to obtain a par-
tially converted dictionary. Those transformations included:

e Rule-based direct feature mapping. For example “C” — “Noun”

» Splitting verb paradigms to verbs and participles (as they were treated as adjec-
tives through the Shared Task)

* Conversion of short forms of adjectives to adverbs

* Post-processing of the immutable words like kodge.

To recover the full mapping we filtered the corpus dictionary through that par-
tially-converted dictionary. We kept only substitution mappings that didn’t produce
any ambiguities. That led to a conversion of about a third of AOT dictionary substitu-
tions and totaled in 1.6M converted wordforms.

Finally, we implemented a morphological guesser to get viable parses for out-
of-dictionary words. The guesser was designed under assumptions of that: a) all ir-
regular words are contained in the dictionary; b) unknown words are relatively long;
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¢) all unknown words are derived from high-frequency word paradigms. The main
idea of the guesser was inspired by [7]. We built two finite-state automata. One for the
reversed endings of the word and another one for the reversed stems (prepended with
the ending). For example wordform “pyxe” will be split into “e” as ending (id=42) and
“kyp” as reversed stem. The guess procedure is:

* Reverse the unknown word

* Traverse the endings FSA to find all possible endings

* For each ending, traverse the stems FSA and collect all possible substitutions

* Filter out unreliable parses (for example, if the recognized part is shorter than

3 characters)

At last we added small hand-crafted dictionary of frequent incorrectly-parsed
words from other Shared Task corpora as they could appear in the test set. That included
some words from Shared Task tagging rules (for example, tagging “nHem” as a verb), and
high frequency adverb/adjective ambiguities missing from AOT dictionary.

4.2. Filtering stage

The filtering stage selects a single parse from a set of generated parse candidates
at the previous stage. The overall architecture was inspired by the SVMTool [12] and
was further elaborated in [13]. The filtering algorithm is quite trivial: score each parse
of the word against the context and choose the highest-scoring one.

The Shared Task tagset contains over 300 different combinations of morphologi-
cal features. Using a 300-class classifier seemed highly impractical as it doesn’t take
advantage of the tagset structure and secondly, that the provided datasets were rela-
tively small and highly imbalanced for this approach.

We trained a separate classifier for each group of features separately. This re-
sulted in 12 multiclass classifiers instead of 300 binary ones.

The following tagging procedure was used:

1. Collect all morphological features from each parse candidate. This step re-

duces the number of classifier evaluations.

2. Score each feature against the context of the word.

3. Select a parse that:

1. Has the highest ranking part-of-speech
2. Hasthe maximal sum of feature scores.

The selection procedure was split into two parts to prevent the case when the sum
of feature scores outweights the part-of-speech score. It is undesirable as we found out
that part-of-speech classifier has a negligible error rate (about 0,8%).

4.3. Feature group classifier and the context feature model

We used a modified SVM multiclass classifier of LIBLINEAR [17] to score a single
feature group. It uses one-against-all classification scheme and the training algorithm
optimizes all classes simultaneously. We modified the original implementation by re-
placing a weight vector for each class by a shared vector by means of the hashing trick
[18]. The basic idea is the replacement of the dot-product function:
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dot(w, x,i) = Z wli][j]x[/]
by: ]
dot(w, x,i) = Z wlhash(i, j)]x[j]
j

where w is a weight vector, x is a feature vector, i is the class we are scoring against, and
hash(i, j) is a hash function that maps its inputs to an integer value from a predefined
range (regarded as effective feature count). Our system used MurmurHash3[19] as the
hashing function and 2M as effective feature count. The effective feature count is in-
dependent of the number of classes, so the per-class effective feature count is a frac-
tion of the total feature space. For example, if the effective feature count is 1M and the
number of classes is 10 then the effective feature count per class is just 100k.

The hashing trick allows to easily tune the resulting feature space size. Another
benefit of the hashing trick is that we discarded the feature mapping table of the one-hot
encoding procedure and significantly reduced memory requirements for our method.

The drawback of the hashing trick is in its lossy compression scheme. And if the
chosen effective feature count is too small for the problem, the hash function colli-
sions could significantly reduce the model performance.

We estimated the total number of distinct features of our model and used
it as an initial effective feature count. We tried to double the number of effective fea-
tures and haven’t seen any significant performance improvement. After that, we tried
to halve the effective feature count and observed some performance loss. So we used
the original estimation of the effective feature count through all experiments.

Our feature model produces about 3M distinct features. The hashing technique
reduced the effective per-class feature count by an order of magnitude without signifi-
cant performance loss.

The model uses mostly context features. We used a context window of size 7
(=3 words around of the main one). The context window was divided into two parts:
the tagged part (words before the current one), and untagged one (words starting with
the current one). All parses in the tagged part were already resolved and we could use
all available information (such as case, number gender features) from them.

The features used for the tagged part of the context were inapplicable because
words in the untagged part don’t have a resolved parse yet. To overcome this we used
a concept of ambiguity class over the morphological category. It is a sorted set of the
possible morphological features of that category collected from candidate parses of the
word. For example, for wordform “gesnoBeka” the ambiguity class over the “Case” cat-
egory would be “genitive/accusative”, because we don’t know the correct case for the
word yet, but we can narrow it to two options instead of six.

For each word of the full context we use following features:
* word prefixes of length 2, 3 and 4
e word suffixes of length 2, 3 and 4
¢ wordform itself
¢ lowercased wordform
* For each word of the tagged part of the context:
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e POS tag of the word
* POS tag + suffix

* POS tag + suffix of the main word
* Number, Gender, Case morphological categories of the word (and their

combinations)
e Stem and the Ending

For each word in untagged part of the context (starting from the main one):

* Ambiguity classes for POS, Number, Gender and Case categories

* Ambiguity classes for POS, Number, Gender and Case categories coupled with

suffix of the main word

Finally, for the main word we used some additional features:
* A flag for the main word is at start of the sentence
* Capitalization of the main word

5. Experiments

We conducted several experiments on the different combinations of training/
test data during the development of our system. The results are presented in Table 3.

Table 3. Evaluation of our model on different training/test set combinations

Training/Test pair POS-only, | POS-full | Lemma | Lemma+POS
GICR/GICR (9:1) 99,23% 94,52% | 98,59% | 76,28%
Syntagrus/Syntagrus (9:1) 97,85% 91,78% | 97,73% | 58,22%
RNC/RNC (9:1) 96,64% 70,28% | 94,08% | 25,33%
OpenCorpora/OpenCorpora (9:1) | 98,17% 57,29% | 98,51% | 14,53%
GICR/Syntagrus 96,24% 88,85% | 97,26% | 48,81%
GICR/RNC 95,18% 68,64% | 93,67% |23,77%
GICR/Opencorpora 97,11% 55,91% | 97,93% | 13,61%

Table 3 shows a significant loss of precision when the model was trained on one cor-
pus and tested on a different one. The Shared Task organizers explicitly stated that the
GICR annotation could be viewed as a reference and all inconsistencies should be resolved
in favor of GICR annotation. As a result, we tuned our model to the GICR annotation.

Table 4. Effect of using partially-converted AOT dictionary, GICR corpus

Training/Test pair POS-only, | POS-full | Lemma | Lemma+POS
Guesser only 98.22% 91.99% | 86.02% | 45.45%
Guesser + Corpus Dict 99.04% 94.37% | 98.96% | 76.67%
Guesser + Corpus dict + AOT Dict | 99.23% 94.52% | 98.59% | 76.28%

We note high sensitivity of the proposed model to the quality of the generation stage
(Table 4). The “guesser only” mode generates all parse candidates guesser only. The
“guesser + corpus dict” experiment show synthetic results when the parse candidates
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of the GICR corpus dictionary were complemented heuristically by the guesser results
(to handle the situation when there is a potential parse of the word that didn’t occur
in the corpus). Our final model (Guesser + Corpus dict + AOT Dict in the table) shows
significant improvement from the proposed corpus-dictionary mapping procedure.

Our final model was trained on the GICR corpus. Our final results on the closed
track of the Shared Task are presented in Tables 5-8. Our results are marked with
bold, the best ones are marked by “*’.

Table 5. Precision on News subset of the test set

Tags, Lemmas, Lemmas,
Team ID Tags, by word | by sentence | by word by sentence
(0] 93.99%* 63.13% 92.96% 54.62%*
A 93.83% 61.45% 93.01%* 54.19%
C 93.71% 64.8%* — —
H 93.35% 55.03% 81.6% 17.04%

Table 6. Precision on Vkontakte subset of the test set

Tags, Lemmas, Lemmas,
Team Tags, by word | by sentence | by word by sentence
H 92.42%* 63.59% 82.8% 35.39%
(o) 92.39% 64.08% 91.69%* 61.09%*
C 92.29% 65.85%* — —
A 91.49% 61.44% 90.97% 60.21%

Table 7. Precision on Fiction subset of the test set

Tags, Lemmas, Lemmas,
Team Tags, by word | by sentence by word by sentence
C 94.16%* 65.23%* — —
(0) 92.87% 60.91% 92.01%* 57.11%*
A 92.4% 60.15% 91.46% 55.08%
H 92.16% 56.6% 77.78% 22.08%

Table 8. Precision on full test set

Tags, Lemmas, Lemmas,
Team Tags, by word | by sentence by word by sentence
C 93.39%* 65.29%* — —
O 93.08% 62.71% 92.22%* 58.21%*
H 92.64% 58.4% 80.71% 25.01%
A 92.57% 61.01% 91.98% 56.49%

Our approach ranked second, losing to the top system slightly more than 0.3%
on POS-tagging task. On News subset our system showed top precision. On the
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Vkontakte subset our system lost about 0.04% to the top one. The result tables show
that our method is strongly consistent and robust across different text sources types.

On the lemmatization task, our approach ranked top, seconding only in the News
subset with the gap of only 0,05%. The lemmatization performance was also consis-
tent across different text sources types.

6. Conclusions

We presented an approach to the part-of-speech tagging and lemmatization
that is closely related to classical morphological analysis frameworks. The two-
stage scheme showed high precision and robustness. That allowed our model to get
a consistent second rank on the POS-tagging task of the closed track of the Morpho-
RuEval-2017 Shared Task, even ranking first on several test subsets. Our method
ranked first on the full test set of the lemmatization task, ranking second only on News
subset with the gap of 0,05% to the top system.

Experiments showed that the model performance significantly depends on the
consistency of the corpus annotation and for this level of precision corpora-to-corpora
differences are critical to the model performance.

The application of the converted AOT dictionary significantly improved the
overall performance of our method. The consistency of morphological information
between the generation phase of our model and gold standard corpus also was critical
to the success of our method.

We believe that the performance of the presented method could be improved
by further efforts on dictionary-to-corpus matching.

The source code for all experiments is available at: https://github.com/kzn/
morphoRuEval.
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In this paper, we present the results of preliminary experiments on finding
the link between the surface forms of Russian nouns (as represented by their
graphic forms) and their meanings (as represented by vectors in a distribu-
tional model trained on the Russian National Corpus). We show that there
is a strongly significant correlation between these two sides of a linguistic
sign (in our case, word). This correlation coefficientis equal to 0.03 as calcu-
lated on a set of 1,729 mono-syllabic nouns, and in some subsets of words
starting with particular two-letter sequences the correlation raises as high
as 0.57. The overall correlation value is higher than the one reported in simi-
lar experiments for English (0.016).

Additionally, we report correlation values for the noun subsets related
to different phonaesthemes, supposedly represented by the initial charac-
ters of these nouns.
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1. Introduction

The arbitrariness of linguistic sign is one the foundational principles in the stud-
ies of language since [De Saussure 1916]. It assumes that there is no relationship be-
tween the word forms (phonetic or graphematic) and their meanings: any meaning
can theoretically be conveyed by any sequence of sounds or characters, and they are
mutually independent. This assumption is important for many linguistic problems,
and for understanding language as a system in general.

However, there are well-known exceptions from this law. Many languages fea-
ture clusters of words with similar meaning, in which some part of their surface form
(for example, initial sounds) is consistently reproduced. These reproduced patterns
are called phonaesthemes [Firth and Strevens 1930] and seem to violate the principle
of sign arbitrariness. Examples of phonaesthemes in English include initial sequence
“gl-” related to vision or light [Bergen 2004]; in Russian one can note the sequence
“-.cmp-” related to quickness or streaming [Mikhalev 2008], etc.

Another exception is onomatopoeia: cases when phonetic form of a word is moti-
vated by the actual sound related to the denoted notion (Russian “msykams” to meow).
In this case, the linguistic sign becomes to some extent iconic and one observes the
emergence of clear relationship between the form and the meaning.

It seems obvious that this iconicity can be manifested both in localized phono-
semantic sets (groups of words with similar meanings and surface forms) and in the
vocabulary of language as a whole (systematicity). It seems interesting to attempt
testing the actual robustness of the arbitrariness principle and to measure the degree
of systematic iconicity in different languages.

This can be done by measuring the correlation between the semantic and “sur-
face” differences between word pairs. While surface differences can be easily repre-
sented with the so-called edit distances, semantic representations of words are more
difficult to obtain. However, recent achievements in distributional semantics (mani-
fested by the advent of prediction-based and other machine learning approaches
to producing vector representations of words) provided computational linguists with
efficient and robust lexical meaning models which can be trained on very large cor-
pora. These models, including the so called neural embeddings, exhibit substantial
performance in various natural language processing tasks, including prediction of the
pairwise similarities between words [Baroni 2014].

In the presented pilot study I attempt to employ neural embeddings to measure
the degree of systematic iconicity in the Russian language. I describe a series of ex-
periments with correlations of semantic and orthographic distances between frequent
Russian nouns. The results seem to support the hypothesis that there is a statistically
significant systematicity in the Russian language, expressed even stronger than that
reported for English in [Monaghan et al. 2014].

The paper is organized as follows. In Section 2 I briefly put the research in the
context of the previous work. In Section 3, the experimental design is described, to-
gether with the data sources I used. Section 4 presents the results of experiments
on several datasets and discusses them. In Section 5 I conclude and outline the pos-
sible future work.
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2. Related work

For English, the initial statistically rigorous experiments in phonosemantic sys-
tematicity are described in [Shillcock et al. 2001] and [Monaghan et al. 2014]. They
used the Levenshtein distance [Levenshtein 1966] between orthographic word forms
and the semantic distances produced by various distributional vector space models,
in order to test whether differences in form are accompanied by differences in mean-
ing. Their findings confirmed that there is a statistically significant (though low) cor-
relation between semantic and orthographic distances in the set of mono-morphe-
mic monosyllabic English words. Thus, the form space and the meaning space seem
to be related.

Moving to more recent works, I was strongly inspired by the research of [Gutiér-
rez et al. 2016] in which it was proven that word embedding models can be helpful
in studying violations of the arbitrariness principle in English. They also developed
a new kernel-based algorithm for learning weights for different operations in the Lev-
enshtein algorithm, which allowed finding local clusters of phonosemantic systema-
ticity with the higher accuracy.

A different vein of research in this direction (not employing distributional se-
mantic models) is represented by [Blasi et al. 2016]. They used Swadesh lexicons for
several thousand world languages to trace bias in the frequency with which words
denoting certain concepts tend to carry specific phonemes in contrast to their base-
line occurrence in other words. They came to the conclusion that strongly expressed
sound-meaning associations indeed exist even cross-linguistically.

For Russian, experiments related to systematic iconicity were performed by Al-
exander Zhuravlev (see, for example, [Zhuravlev 1991]). However, at that time it was
impossible to employ large-scale distributional models, and thus opinions of limited
number of informants were used to quantify semantic properties of words, rendering
the results unstable and difficult to verify. I am not aware of any publications study-
ing correlation between word embedding based semantic distances and graphematic
distances for Russian.

Distributional semantic models are essentially based on the assumptions that
word meaning is strongly related to the word's typical contexts [Firth 1957]. The
meaning of words is represented with the so called word embeddings: dense real-
valued vectors derived from word co-occurrences in large text corpora. They can
be of use in almost any linguistic task related to semantics, and have recently become
a buzzword in natural language processing (especially those trained using shallow
neural networks). Their increased popularity is mostly due to new prediction-based
approaches, which allowed to train distributional models with large amount of raw
linguistic data very fast.

Some of the most popular word embedding algorithms in the field are highly ef-
ficient Continuous Skip-Gram and Continuous Bag-of-Words, implemented in the well-
known wordZ2vec tool. For more details, I refer the reader to [Turney and Pantel 2010]
and [Mikolov et al. 2013]; application of these models to Russian is described, among
others, in [Kutuzov and Andreev 2015].
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3. Experimental setting

3.1. Data sources

I employed Russian National Corpus! [Plungian 2005] as the primary source
of Russian texts. I also limited myself to nouns in this particular research, leaving
other parts of speech to future work.

In order to test systematicity, a set of test words is needed. Ideally, it should con-
sist of mono-morphemic words to exclude the influence of affixal word formation:
in the case of “omden” department and “pasden” section, phonetically similar words
are generated to denote similar concepts, following straightforward and transparent
derivation rules, not some arbitrary connection between the sound/graphical form
and the meaning. It means words with shared roots should be avoided in this task.

Automatic morphemic analysis of Russian words is a difficult problem in it-
self [Lyashevskaya et al. 20091, so for this pilot experiments I assumed that the set
of monosyllabic nouns can serve as a sort of proxy to the set of mono-morphemic
nouns. I defined a “monosyllabic” word as containing one and only one vowel, and
with this in mind, compiled 4 sets of nouns:

1. Mono: all monosyllabic nouns with frequency 100 and more in the RNC
(1 729 words in total);

2. Bi: monosyllabic and bisyllabic words with frequency 1,000 and more in the
RNC (2,900 words in total);

3. Bi_NoDim: the same as the previous one but excluding the nouns ending
with the diminutive suffixes “-ox”, “-ex” and “-xa” (2,633 words in total);

4. All: all nouns with frequency 1,000 and more in the RNC (6,715 words

in total).

In all the datasets, I excluded very short words (less than three characters) and
the words containing non-Cyrillic characters and digits. I also filtered out proper
names and toponyms as detected by Mystem [Segalovich 2003].

The different choice of frequency thresholds is explained by the fact that I strive
to achieve two contradictory aims: on the one hand, I need as many words in each
dataset as possible (for the detected correlations to be statistically significant), and
on the other hand it is desirable for the words to be as frequent as possible, in order
for their distributional vectors (embeddings) to be well-trained. The chosen thresh-
olds were selected as a good trade-off, resulting in datasets in the order of several
thousand words, similar to the ones used in [Gutiérrez et al. 2016] and other related
studies for English.

The main object of our experiments is the Mono dataset, as it is supposed
to be least influenced by word formation (most words in it do not share roots) and thus
its systematicity should best reflect the real relationship between form and meaning
in Russian. The other three datasets were compiled for reference and to test what is the
amount of influence of word-formation patterns on the phonosemantic systematicity.

1 Further RNC.
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3.2. Distributional model

For computing orthographic distances between words, I used the well-known
Levenshtein (edit) distance algorithm [Levenshtein 1966] implemented in Python.
However, to be able to calculate semantic distances a more sophisticated approach
is needed.

To this end, I used the Continuous Skipgram distributional algorithm [Mikolov
et al. 2013] which learns vectorial representations for words (neural embeddings)
based on their co-occurrences in the training corpus. I trained the model on all the
RNC texts, using vector size 300 and symmetric context window of 10 words to the
left and 10 words to the right, leaving other hyperparameters at their default values.
Prior to training, the corpus was tokenized, split into sentences, lemmatized and PoS-
tagged using Mystem. For training itself, I employed the Continuous Skipgram imple-
mentation in the Gensim library [Rehtitek and Sojka 2010].

Distributional models can be intrinsically tested for their sanity, for example,
using semantic similarity or analogy test sets. For the former, I employed the Russian
part of Multilingual SimLex999 [Leviant and Reichart 2016] which contains human
judgments on the relative semantic similarity of word pairs, and the task for the model
is to mimic the rankings produced by humans. This test set is known to be difficult
for distributional models: its authors managed to achieve Spearman rank correlation
only as high as 0.26 for Russian with the model they trained on Wikipedia. At the
same time, the model used in this research showed a higher correlation of 0.36.

The analogy test sets pose models with the task to guess one word in a “seman-
tic proportion” (for example, “Rome is related to Italy as Moscow is related to ???”).
On the translated Russian version of the Google Analogies dataset [Mikolov et al.
2013] the employed model showed accuracy 0.65 (using only semantic sections of the
data set). There are no known published results with this translated test set for other
Russian models, but the value is comparable to state-of-the-art results for English?.

Both results also fit well into the average performance of the Russian models fea-
tured at the RusVectores web service [Kutuzov and Kuzmenko 2017]. Thus, I presup-
pose that the trained model is good enough and in general outputs correct predictions
on the semantic similarities and dissimilarities of Russian words (at least comparable
to state-of-the-art).

3.3. Measuring correlation

In order to measure the degree of dependency between the form and the mean-
ing, I first calculated pairwise orthographic (string) and semantic distances between
all words in the datasets. The orthographic distance was calculated as Levenshtein
edit distance, while the semantic distance was equal to 1 — CosSim, where CosSim
is the cosine similarity between word embeddings in the vector space of the model
trained on the RNC. In the rare cases when cosine similarity was negative (about
1.5% of all the pairwise similarities), I assigned it zero value, so as the range of the

2 See http://www.aclweb.org/aclwiki/index.php?title=Google_analogy_test_set_(State_of_
the_art)
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cosine distance was within [0...1]. The number of pairwise distances for the dataset
of n words is equal ton (n — 1)/2, so I got two sets (edit and cosine) of 1,493,856 dis-
tances for the Mono datasets, with this number being about 3.5 million for the Bi_No-
Dim dataset, more than 4 million for the Bi dataset, and about 22.5 million for the All
dataset.

Then, it is trivial to calculate any suitable correlation coefficient between the
edit distances and cosine distances, that is, to what extent it is true that one of the
parameters grows with the growing of another. Linguistically speaking, high correla-
tion would mean that word pairs similar in form tend to be similar in meaning, and
vice versa. Zero correlation would mean that the form and the meaning are absolutely
unrelated. As the sets are quite large, I expected the calculated coefficients to be sta-
tistically significant, which proved to be true (see below).

The ordinary correlation coefficients are however not enough: they presuppose
that the values in the data sets under analysis are independent, and this is not the
case for the pairwise distances (changing the representation of one word influences
several distances, not only one). Thus, I followed the previous work in testing the sig-
nificance of the correlation using Mantel permutation test [Mantel 1967].

Mantel test essentially performs random shuffling of the value assignments
in one of the two sets (for example, in the semantic distances). It generates a pre-
defined amount of such “possible lexicons” (randomly drawn from the space of all
possible permutations), and then computes the ordinary correlation coefficients be-
tween orthographic and semantic distances in these generated “lexicons”, as well
as the correlation for the real lexicon. Then, the proportion of the lexicons that pro-
duced higher correlations than the real one is calculated; based on this, the veridical
(true) correlation in the real lexicon is found, together with the significance measures.
The idea behind this approach is that if the correlation is not accidental, one will very
rarely find a higher correlation in randomly generated lexicons.

The most popular correlation measure in the literature is Pearson correlation
coefficient. However, there are two reasons against using it with my data:

1. The distances in the sets are not distributed normally: for example, for the
semantic distances in the All dataset, the normality statistics [D’Agostino
and Pearson 1973] is equal to 4,775,600, with p =0 (zero probability that
this data can come from a normal distribution).

2. Thedistances are strongly skewed to the right (see the Figure 1): this is argu-
ably related to the well-known problem of hubness in vectorial spaces [Dinu
etal. 2014].

Pearson coefficient is known to become non-robust when the data is not normally
distributed and particularly when it is skewed. Thus, with my Mantel tests I employed
Spearman rank-order correlation coefficient. In fact, for the experiments below, Pear-
son returned the same results, but I still report Spearman to be on the safe side.
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Fig. 1. Distribution of the values of pairwise cosine distances in the All dataset

In the next section, I describe the results of the experiments.

4. Results and discussion

I calculated Spearman correlation for all the datasets, using Mantel test with
1,000 random permutations. The results are presented in the Table 1.

As one can see, for the set of monosyllabic words, the correlation between the
semantic distances and the orthographic edit distances is about 0.03, with the correla-
tions for the less restricted datasets expectedly higher, reaching 0.08 in the case of all
nouns. The value of the correlation coefficient itself is not high, but the Mantel test
shows that it is strongly significant: p = 0.001 here means that only one lexicon from
1,000 tested has produced the correlation equal or higher to the real one®. Of course,
this was precisely the real lexicon. Thus, all the random lexicons showed lower corre-
lations, and it is extremely unlikely that the link between edit distances and semantic
distances in the real lexicon is accidental.

3 10,000 permutations showed exactly the same results (p = 0.0001).
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Table 1. Correlations between orthographic edit
distances and semantic distances

Dataset Spearman correlation Mantel test upper-tail p-value
Mono 0.0310 0.001
Bi_NoDim 0.0519 0.001
Bi 0.0586 0.001
All 0.0800 0.001

The interesting fact is that in a similar experiment, [Monaghan et al. 2014] re-
ported the correlation of only 0.016 for the set of English mono-morphemic words. The
results of the experiments seem to suggest that Russian possesses at least as strong
systematicity as English, and probably even stronger. This of course does not disprove
the principle of the arbitrariness of linguistic sign in general; however, it is clear that
there are some regular exemptions from this law, manifested throughout the lexicon.

Still, the correlation coefficient of 0.03 (and even 0.08) seems to be rather low.
Considering that it is statistically very significant, the reason for this might be that the
correlation is at least partly “localized” in some parts of the lexicon, not uniformly
“dispersed” across all lexemes. In other words, for some nouns the connection be-
tween their form and their meaning is stronger than for the others.

One can attempt to trace this local systematicity by segmenting the original da-
taset into several subsets and measuring correlation for each of them. I performed
this experiment on the initial two-character sequences in the Mono dataset, splitting
it into 321 subsets corresponding to these sequences (for instance, a subset of nouns
starting with “cm-”, etc). Then, I filtered out 159 subsets containing less than three
nouns, and 18 subsets with no variance in the pairwise edit distances (for example,
the “uu-” subset containing the words “uuxc”, “uux”, “uun”, “uun”, “uug”, and “vux”,
with all the pairwise edit distances equal to one, leaving no possibility to calculate
correlation). This left me with 144 “valid” subsets.

Correlation coefficients were calculated for each of these datasets in the way de-
scribed above. The distribution of correlation coefficients for all the subsets is shown
on the Figure 2 (blue histogram). For some subsets the correlation was almost perfect
(close to 1 or -1), but in most cases it was not statistically significant. One example
of this phenomenon is the “mg-” subset (“maapw” beast, “maepdv” ground, “maucm”
twist) with the veridical correlation equal to 1, and the p-value equal to 0.17, far above
the 0.05 threshold of significance.

Note that it is difficult to mine anything useful from the negative correlation co-
efficients in this case. First, only 3 of them were statistically significant at 0.05 level.
Second, even conceptually, negative correlation here means that words in the subset
tend to become more similar in their meaning as the differences in their graphical
form grow. This hardly makes any sense, thus I am inclined to consider the negative
correlations a statistical fluctuation.

In general, it seems that grouping words by their initial characters indeed reveals
local areas of high systematicity. To prove that it is not a statistical illusion, I sampled
the Mono dataset to produce a comparable collection of 144 random subsets containing
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12 words each (without replicating words across subsets), and measured correlations
within these subsets. As one can see on the Figure 2 (red histogram), the distribution
of correlations in these subsets is much narrower and more normal than in the initial let-
ters based subsets. Correlation values are mostly concentrated around zero (as expected
for random data), and what is important, we do not observe subsets with correlations
higher than 0.4...0.5, and even those are rare. In contrast, the initial letters based subsets
clearly feature many strongly correlated cases, breaking the normal distribution of cor-
relations. This supports the point that the strength of connection between the form and
the meaning of words is at least partly conditioned by their initial characters/phonemes.

60 . T T
Initial letters subsets

1
B Random subsets

Number of subsets

-1.0 -0.5 0.0 0.5 1.0
Correlation

Fig. 2: Distribution of correlation coefficients in
the subsets of the Mono dataset

The Table 2 presents 10 initial letters based subsets with the highest positive cor-
relation among those which feature p-value less than 0.05 (as [ was interested in the
cases with the robust signal).

Some found subsets are quite interesting even with simple eyeballing. For in-
stance, the highest correlation is demonstrated by the “xa-” subset featuring words
like “xaii” loud speaking, “xam” mucker, and “xapu” foodstuff with this phonaestheme
probably related to negative or derogatory connotations (but also “xa66.1” Hubble,
“xadxc” Hajj, “xan” khan, “xaum” Khanty, “xans” Han, “xaw” khash). The “we-” subset
contains “wenk” silk and “wepcms” wool (but also “wetix” sheikh, “wenvg” continental
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shelf, “wen” as a surname, “uteHs” as a surname, “wep” as a proper name, “wecm” pole,
“weg” chief), while in the “esn-” subset* one sees the nouns “z2ny6w” depth, “enyws”’ wil-
derness and “eniadv” smooth surface, all associated with natural substances and spaces
(but also “znaex” department, “enad” hunger, “enas” eye, “enac” voice, “enucm” hel-
minth). At the same time, other subsets (like “0sc-") seem to be not more than simple
clusters of borrowed words: “dxcetl” Jay, “Oncum” Jim, “Oncun” Gin, etc.

For certain, most (if not all) of these correlations can be explained with rigorous
diachronic research: for example, some words in the pairs can be cognates. However,
I still believe that these “pockets of sound symbolism” [Gutiérrez et al. 2016] deserve
a closer look®. Whatever are the reasons for the statistically significant co-variation
of the graphic form and semantics of Russian nouns, it is obvious that this co-variation
exists in the present state of the language and it can be quantified. What follows is that
the linguistic sign is not as arbitrary as we were used to thinking.

Table 2. Most systematic initial phonaesthemes in the Mono dataset

Initial Correlation | P-value Number of words in the subset
xa- 0.57 0.011 9
0xc- 0.43 0.047 7
ute- 0.39 0.015 9
$o- 0.35 0.019 9
8a- 0.33 0.017 10
J10- 0.32 0.011 13
Jie- 0.27 0.012 14
Ka- 0.26 0.029 16
Ky- 0.25 0.012 17
6a- 0.22 0.005 23

5. Conclusions and future work

I presented the results of preliminary experiments on finding the link between
the surface forms of Russian nouns (as represented by their graphic forms) and their
meanings (as represented by vectors in a distributional model trained on the Rus-
sian National Corpus). I showed that there is a strongly significant correlation be-
tween these two sides of word as a linguistic sign. This correlation coefficient is equal
to 0.03 as calculated on a set of 1,729 mono-syllabic nouns.

In many subsets of words starting with particular two-character sequences, the
correlation (statistically significant) raises as high as 0.3 and more, with one case
of 0.57. The overall correlation value is higher than the one reported in similar experi-
ments for English (0.016).

4 Its p-value is 0.055, only slightly exceeding the threshold needed to get to the Table 2.

5 All the raw data used in this paper is available at http://lItr.uio.no/~andreku/arbitrariness/.
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In the future, I plan to refine the datasets by more accurate filtering of noise enti-

ties (first of all, abbreviations and proper names) and probably extract mono-morphe-
mic words from one of the available Russian morphemic dictionaries ([Kuznetsova
and Efremova 1986], [Tikhonov 2003]). I am also going to enrich the experiments
to include other parts of speech except nouns.

Finally, it seems fruitful to employ string metric learning for kernel regression

[Gutiérrez et al. 2016] to learn weights for different types of operations in edit dis-
tances and thus improve the sensitivity of the Levenshtein metric.
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The assumption that senses are mutually disjoint and have clear boundaries
has been drawn into doubt by several linguists and psychologists. The prob-
lem of word sense granularity is widely discussed both in lexicographic and
in NLP studies. We aim to study word senses in the wild—in raw corpora—
by performing word sense induction (WSI). WSI is the task of automatically
inducing the different senses of a given word in the form of an unsupervised
learning task with senses represented as clusters of token instances. In this
paper, we compared four WSI techniques: Adaptive Skip-gram (AdaGram),
Latent Dirichlet Allocation (LDA), clustering of contexts and clustering of syn-
onyms. We quantitatively and qualitatively evaluated them and performed
a deep study of the AdaGram method comparing AdaGram clusters for 126
words (nouns, adjectives, and verbs) and their senses in published diction-
aries. We found out that AdaGram is quite good at distinguishing homonyms
and metaphoric meanings. It ignores disappearing and obsolete senses,
but induces new and domain-specific senses which are sometimes absent
in dictionaries. However it works better for nouns than for verbs, ignoring the
structural differences (e.g. causative meanings or different government pat-
terns). The Adagram database is available online: http://adagram.ll-cl.org/.

Key words: semantics, polysemy, text corpora, word sense induction, se-
mantic vectors

1

This research was supported by RSF (project No.16-18-02054: Semantic, statistic and psy-
cholinguistic analysis of lexical polysemy as a component of Russian linguistic worldview).
The authors would also like to thank students of the Higher School of Economics and Yandex
School of Data Analysis for their help in annotating dictionary senses.



Lopukhin K. A., lomdin B. L., Lopukhina A. A.

ABTOMATUYECKOE U3BNEYEHUE
3HAYEHUX CNOB AN PYCCKOIro
A3bIKA: AETAJIbHOE UCCJIEQOBAHUE
N CPABHEHUE CO CJIOBAPSAMU

JlonyxuH K. A. (kostia.lopuhin@gmail.com), Scrapinghub

UompmH B. J1. (iomdin@ruslang.ru), MIHCTUTYT PyCCKOro A3bl-
ka umeHu B. B. BuHorpanosa PAH, HaunoHanbHbIM nccneno-
BaTENbCKUIM YHBEPCUTET «BbiCLIAs WKOAa 3KOHOMUKI»

JlonyxuHa A. A. (alopukhina@hse.ru), HauyoHanbHeli nccne-
[0BaTeNbCKUN YHNBEPCUTET «Bbhiclwad WKoNa 9KOHOMUKNA»,
VIHCTUTYT pycckoro a3olka nMmenn B. B. BuHorpagosa PAH

1. Introduction

Several linguists and psychologists have drawn into doubt the assumption that
word senses are mutually disjoint and that there are clear boundaries between them.
Many psycholinguistic studies have found evidence for processing differences between
distinct meanings (homonyms) and related senses (polysemes) (Frazier and Rayner,
1990; Rodd et al., 2002; Beretta et al., 2005; Klepousniotou and Baum, 2007; MacGregor
et al., 2015), which shows that related senses are not associated with processing penal-
ties. Moreover, polysemy processing seems to depend on sense overlap—high-overlap
metonymic senses are processed easier than moderate- and low-overlap, metaphoric
senses (Klepousniotou 2002; Klepousniotou et al., 2008, 2012; MacGregor et al., 2015).
Eye movement evidence of how people process polysemous words with metonymic
senses suggests that instead of accessing a specific sense, language users initially acti-
vate a word’s meaning that is semantically underspecified (Frisson 2009, 2015).

The problem of sense distinction has also been discussed by lexicographers.
Some of them are skeptical about the view of word meanings as sets of discrete and
mutually exclusive senses (Cruse 1995; Kilgarriff 1997; Hanks 2000). Kilgarriff
(1997) claims that sense distinction is worthwhile only with respect to a task at hand,
while Hanks (2000) calls into question the phenomenon of word senses, showing how
different components of the meaning potential of the word are activated in different
contexts. Furthermore, word senses descriptions in dictionaries depend on the consis-
tency of lexicographers and their theoretical basis. Sense divisions may be influenced
by personal preferences, as lexicographers traditionally distinguish ‘lumpers’ and
‘splitters’ among colleagues: those who tend to break up senses further and those who
go for large, homonymic senses (Wilks, 1998: 276). One possible solution to the prob-
lem of sense distinction was proposed by Erk and colleagues (2013). They found that
untrained annotators prefer to disambiguate words in a context in a non-binary man-
ner. People are often inconsistent with disjoint sense partitions and are more comfort-
able with a graded scale. Thus, the authors proposed to describe word meanings in the
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form of graded judgments in the disambiguation task (see also (McCarthy et al., 2016)
about the notion of ‘partitionability’).

In the field of word sense disambiguation (WSD), the question of sense granular-
ity is one of the key issues as the performance of WSD algorithms crucially depends
on the sense inventory used for disambiguation. Although dictionaries and thesauri
are the first option that comes to mind, they differ in the words that they cover, and also
in the word senses that they distinguish. It was shown that sense distinction in most
dictionaries is often too fine-grained for most NLP applications (see (Navigli, 2009) for
a survey). This problem especially holds for the WordNet thesaurus (Fellbaum, 1998)
and WordNet-like lexical databases—these resources are criticized for their excessive
granularity that is not really needed for NLP tasks (Navigli, 2006; Snow et al., 2007)
and for the loss of domain-specific senses (Pantel and Lin, 2002). Thus automated word
sense induction (WSI) techniques may help establish an adequate level of granularity
for NLP application and serve as empirically grounded suggestions for lexicographers.

Word sense induction is a task of automatically identifying the senses of words
in raw corpora, without the need for handcrafted resources (dictionaries, thesauri)
or manually annotated data. Generally WSI takes the form of an unsupervised learn-
ing task with senses represented as clusters of token instances (Navigli, 2009; Navigli,
2012; Nasiruddin, 2013). WSI results are often used as an input to WSD systems (Van
de Cruys and Apidianaki, 2011; Navigli and Vannella, 2013) which allows to achieve
state-of-the-art results in unsupervised WSD (Panchenko et al., 2016). Another NPL
issue that benefits from word sense induction is web search clustering (Kutuzov,
2014). Di Marco and Navigli (2013) proposed a novel approach to web search result
clustering based on word sense induction which outperformed both web clustering
and search engines. In the fields of linguistics and lexicography WSI was successfully
applied to the task of novel sense detection, i.e. identifying words which have taken
on new senses over time (Lau et al., 2012, 2014). WSI also provides data for the study
of diachronic variation in word senses (Bamman and Crane, 2011).

In this paper, we present an extensive comparison of four word sense induction
techniques of different types. We chose two Bayesian approaches—a Latent Dirich-
let allocation topic model (LDA) and a vector based Adaptive Skip-gram (AdaGram)
model, one feature-based approach that represents each instance as a context vector,
then utilizes a clustering algorithm, and an approach that performs clustering of word-
2vec neighbours. We quantitatively and qualitatively evaluated these techniques and
performed a deep study of the AdaGram method comparing AdaGram clusters for
126 words (nouns, adjectives, and verbs) and their senses in published dictionaries.
We studied sense overlap and types of senses that can be distinguished distribution-
ally and by means of lexicographic theories. The research was done for Russian, and
this is the first extensive study of the WSI methods for the Russian language.

2. Methods

A substantial number of different approaches to WSI has been proposed so far.
They can be subdivided into local algorithms that discover senses separately for each
word and global algorithms that allow to determine senses by comparing them to the



Lopukhin K. A., lomdin B. L., Lopukhina A. A.

senses of other words (Navigli, 2009; Van de Cruys and Apidianaki, 2011; Nasiruddin,
2013). In this study we compare four algorithms, two local and two global: Latent
Dirichlet allocation that uses topic modeling, context clustering, word2vec neigh-
bours clustering, and AdaGram.

Latent Dirichlet allocation (LDA) posits that each context is a mixture of a small
number of topics (senses) and that each word’s occurrence is attributable to one of the
context’s senses. Traditionally, Latent Dirichlet allocation is used for topic modeling
in documents: each word in the document is assumed to originate from some topic,
and the document can be represented as a mixture of topics. In case of the word sense
induction, LDA is applied to contexts of one word, where documents correspond
to target word contexts, and topics correspond to target word senses. The number
of topics for LDA must be fixed in advance, but there are non-parametric variations
like hierarchical Dirichlet process (HDP) that allow variable numbers of topics per
document. One drawback of LDA here is that the word contexts are much smaller (just
10-20 words) than the documents that LDA is usually applied to (at least 100-1000
words). Each sense is represented as words that have most weight in the topic. LDA
was trained on contexts extracted from the ruWac corpus with 6 topics for each word.
No sampling of contexts was performed, most words had at least 10 thousand con-
texts. The words in each context were additionally filtered: only those with a weight
greater than 1.0 were left. This is the same weighting as was used in the context clus-
tering method and is described below and in (Lopukhin and Lopukhina, 2016).

In the word2vec neighbours method, we took word vectors closest to the target
word and clustered them using spherical k-means, and then merged close clusters.
This method is based on two assumptions. The first one is that the word2vec vector
of the polysemous word will capture the properties of all senses that are encountered
in the corpus frequently enough. The second assumption is that each sense of the poly-
semous word has at least one monosemous word with a similar meaning that occurs
in similar contexts and thus has a similar embedding. Both of these assumptions have
their weaknesses. The first assumption does not hold for rare senses. If a word in one
of its senses is used in a small number of contexts, the word vector will not capture its
meaning. The second assumption causes even more trouble, as many senses will not
have any reasonable synonyms that are used in similar contexts often enough. Still,
this method is very efficient, easy to implement and produces reasonable results for
many words. Senses are represented as words closest to the center of each cluster. The
clustering method and sense merging are described in more detail in the description
of the context clustering method below.

Context clustering represents contexts as dense vectors, taking a weighted aver-
age of word2vec vectors of individual words. Context vectors are clustered using spher-
ical k-means, and then close clusters are merged. In more detail, in this study each
context was represented as a weighted average of word2vec embeddings of 10 words
before and after the target word. Weights were equal to the pointwise mutual infor-
mation of contexts words (Lopukhin and Lopukhina, 2016) and allowed to give more
weight to words that are more important for disambiguation. This method of context
representation proved to be efficient for word sense disambiguation (Lopukhin and
Lopukhina, 2016; Lopukhina et al., 2016). The spherical k-means method was used
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for clustering of the context representations. Spherical k-means is similar to regu-
lar k-means clustering, but uses cosine distance instead of euclidian distance, which
is a preferable measure of closeness for representations based on word2vec embed-
dings (Mikolov et al., 2013). The k-means clustering requires fixing the number of clus-
ters in advance. But the number of senses is clearly different for different words, and
k-means clusters often converge to very close points. To overcome both of these prob-
lems, clusters whose centers were closer than a certain threshold were merged. Senses
are represented as most informative context words for a given sense.

AdaGram is a non-parametric Bayesian extension of the Skip-gram method.
It automatically learns the required number of representations for all words at desired
semantic resolution (Bartunov et al., 2015). It is able to learn the vector embedding for
each sense of the word, where the number of senses is adapted depending on the num-
ber and diversity of contexts for each word. AdaGram has an efficient online learning
algorithm that learns sense vectors for all words simultaneously. In practice, training
is p times slower than for word2vec Skip-gram algorithm, where p is the maximum
number of senses for a word (hyperparameter set in advance, typically 10-20). The
model was evaluated on word sense induction tasks of SemEval-2007 and 2010 (Bar-
tunov et al., 2015: 8-9) and achieved results superior to other extensions of word-
2vec to multiple senses. Besides p, the most important hyperparameter of AdaGram
is a that controls granularity of produced senses. Other hyperparameters, such as vec-
tor dimension and window size, have the same meaning as in word2vec Skip-gram
method. AdaGram can perform word sense disambiguation using induced senses and
represents senses with nearest neighbors. We extended the sense representation with
context words that give most information about a particular sense and typical sense
contexts, and developed a Python library that allows loading AdaGram models and
performing disambiguation. AdaGram model was built for about 190,000 most fre-
quent words. Mean number of senses across all words is just 1.4, but more frequent
words have more senses: 5.1 for the first 1,000 words and 3.6 for the first 10,000. The
model is available online: http://adagram.ll-cl.org/about.

All models were trained on a 2 billion token corpus combining the ruWac Inter-
net corpus (Sharoff, 2006), a Russian online library lib.ru and the Russian Wikipedia.
All words were lowercased and lemmatized, no stop-word removal was performed.
The word2vec Skip-gram model for word2vec neighbours and context clustering was
trained with vector dimension 1024, window 5 and minimal token frequency 100
(forming a vocabulary of about 190,000 words). The AdaGram model was trained
with maximum number of senses p = 10, sense granularity = 0.1, vector dimension
300, window 5 and minimal frequency 100. AdaGram has lower vector dimensional-
ity, but this is compensated by the fact that multiple vectors are learnt for most words.

3. Evaluation

WSI evaluation is particularly arduous because there is no easy way of compar-
ing and ranking different representations of senses. In fact, all the proposed mea-
sures in the literature tend to favour specific cluster shapes and consistency of the
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senses produced as output. Here we apply two clustering measures—V-measure and
adjusted Rand Index. Moreover, we qualitatively evaluated the obtained clusters and
compared them with sense distinction in dictionaries.

3.1. Quantitative evaluation

For the quantitative evaluation of different WSI methods we compared induced
senses with dictionary senses for 8 polysemous nouns and 10 polysemous verbs. For
each word, 100-500 contexts were sampled from RuTenTen11 (Kilgarriff et al., 2004)
and RNC corpora (http://ruscorpora.ru/en/) and labeled with dictionary senses
from the Active Dictionary of Russian (Apresjan, 2014) by a human annotator. The
methods assigned each context to one of the induced senses. Thus we obtained two
different clusterings of contexts for each word: one by a human annotator and one
by a WSI method, and used two different clustering similarity measures to compare
them. We did not do a quantitative evaluation of the word2vec neighbours method
as it lacks a natural disambiguation approach: senses are induced directly from word-
2vec embeddings without using contexts; only a qualitative evaluation (below) was
performed.

Table 1. V-measure for the word sense induction task

Nouns Verbs Average
LDA 0.16 0.10 0.13
Context clustering 0.39 0.22 0.31
AdaGram 0.33 0.18 0.26

Table 2. Adjusted Rand Index for the word sense induction task

Nouns Verbs Average
LDA 0.12 0.02 0.07
Context clustering 0.34 0.14 0.24
AdaGram 0.25 0.13 0.18

V-measure is a harmonic average of homogeneity and completeness of clusters.
It was used in the SemEval-2010 Word Sense Induction & Disambiguation competi-
tion (Manandhar et al., 2010), but was criticized for favoring clusterings with a large
number of clusters. This is less of a problem for our evaluation as we cap the maximum
number of clusters for all methods at 10. Still, it is important to use an evaluation
metric that corresponds to human intuition of having a reasonable number of clearly
distinct senses, so we additionally used adjusted Rand Index (ARI) (Hubert and Ara-
bie, 1985). It does not have the abovementioned issue and was used by Bartunov and
colleagues (2015) in the AdaGram evaluation.

The quantitative comparison shows that context clustering and AdaGram are
clearly better than LDA for nouns and especially for verbs. Context clustering performs
better than AdaGram in this test for both ARI and V-measure, especially for nouns,
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but this comparison is not entirely fair: hyperparameters of context representation
for context clustering were specifically tuned during WSD evaluation in (Lopukhin
and Lopukhina, 2016; Lopukhina et al., 2016) that were performed on a similar set
of words, while AdaGram hyperparameters were left at their default values. Close
senses were not merged for AdaGram, this could also improve V-measure and espe-
cially ARI.

3.2. Qualitative evaluation

We also performed a qualitative evaluation of these methods on 15 nouns: 7 pol-
ysemous, having 3-9 senses in the Active Dictionary of Russian, and 8 nouns that
have just one sense in the dictionary, but at least 5 of them have new and slang mean-
ings (e.g. bomba ‘crib’, ‘sexually attractive woman’ and bajan ‘old joke”). All induced
senses were divided into three groups by a human annotator. The first group repre-
sented quality senses: senses that have an intuitively clear meaning, even if they are
more or less fine-grained than the dictionary senses, or are completely absent from
the dictionary. The second group represented duplicate senses that did not have suf-
ficient distinctions from other similar senses. The third group represented senses
that were hard to interpret: either a mixture of several clearly distinct senses, or just
uninterpretable sense descriptions. Therefore, an ideal WSI method would produce
a large number of quality senses and minimal number of duplicate or hard to interpret
senses. The average number of senses in each group for all studied methods is pre-
sented in Table 3.

Table 3. Average number of quality, duplicate and
unclear senses for the four WSI method

Quality senses | Duplicate senses | Hard to interpret
Word2vec neighbours 2.4 1.1 0.5
Context clustering 2.8 1.0 0.9
LDA 1.8 2.1 1.3
AdaGram 3.6 3.7 2.5

The two best methods according to this metric are AdaGram and context cluster-
ing. AdaGram produces the largest number of quality senses, while also having more
duplicates and hard to interpret senses. Context clustering has fewer duplicates and
hard to interpret senses, while still giving a high number of quality senses.

While AdaGram and context clustering use conceptually similar context rep-
resentation (bag of word vectors), AdaGram has one computational advantage over
the context clustering method: it learns sense vectors for all words simultaneously,
while context clustering requires extracting contexts and clustering for each word
separately. On one hand, this makes it much easier to change the algorithm and its
hyperparameters, but on the other hand, AdaGram is able to produce sense vectors
for all words in the corpus much faster. This is why we chose AdaGram for a deeper
qualitative evaluation on more words.
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3.3. AdaGram qualitative evaluation

First, we compared the average recall. We prepared a dataset of 51 nouns,
40 verbs and 35 adjectives with different ambiguity types—homonyms, words with
metaphoric and metonymic senses, terms and frequent highly polysemous words (ac-
cording to the Frequency Dictionary of Russian (Lyashevskaya and Sharoff, 2009)).
For all these words we compared senses that are distinguished in four dictionaries (the
Russian Language Dictionary (Evgenyeva, 1981-1984), the Explanatory Dictionary
of Russian (Shvedova, 2007), the Large Explanatory Dictionary of Russian (Kuznetsov,
2014) and the Active Dictionary of Russian (Apresjan, 2014)) with clusters induced
by AdaGram. A cluster was considered a hit if it represented only one dictionary sense:
mixed or broader clusters were rejected. This part of the evaluation was performed
by many annotators without overlap, so inter-annotator agreement is unknown. Over-
all, the average recall for nouns is higher than for adjectives and verbs and is lower
in comparison with the Active Dictionary of Russian than with other dictionaries.

Table 4. Average number of senses discovered by
AdaGram in comparison to dictionaries (recall)

Apresjan, | Kuznetsov, | Evgenyeva, | Shvedova,

2014 2014 1981-1984 | 2007 Average
adjectives 0.44 0.72 0.68 0.66 0.62
nouns 0.50 0.70 0.72 0.74 0.69
verbs 0.35 0.61 0.68 0.71 0.61
Average 0.43 0.68 0.70 0.71 0.64

In order to compare the sets of senses induced by AdaGram and described by lexi-
cographers, we performed a following experiment. 98 polysemic words (30 nouns,
38 adjectives, 30 verbs) were chosen from the Active Dictionary of Russian. Then
we performed a manual evaluation of the AdaGram clusters (an example of the mod-
el’s output is presented in the Appendix). The Active Dictionary of Russian was cho-
sen because it uses a series of linguistic criteria to systematically distinguish between
senses of a given word (called lexemes).

In many cases, AdaGram distinguishes less senses than the dictionary does.
As it appears, AdaGram usually does not induce obsolete, obsolescent, vernacular,
special etc. senses, e.g. bort ‘a front lap’ (of a jacket or coat: bort pidZaka <sjurtuka>),
balovat’ ‘to horse around’ (Smotri ne baluj!), vstupit’ ‘to come in’ (vstupit’ na pomost
‘to mount a dais’), Zaba as in grudnaja Zaba ‘cardiac angina’. For some words, most
of the senses are quite rare and therefore ignored by AdaGram, e.g. all senses of the
verb axnut’ except for the first and direct one (‘to gasp’): ‘to go off’ (v nebe axnulo
‘boom went the sky), ‘to hit smb’ (axnut’po skule), ‘to hit smth’ (axnut’ kulakom po stolu
‘to thump a table’), ‘to drop smth with a loud noise’ (axnut’ printer ob pol ‘to flop the
printer down’), ‘to empty a glass’ (axnut’stakan vodki ‘to gulp down a glass of vodka’).
This might be explained by the simple fact that these senses might not occur in the
corpus at all, or occur very rarely.
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More interestingly, AdaGram does not distinguish senses which differ in argu-
ment structure rather than in semantic components or domain, e.g. causative mean-
ings: gasit’ ‘to extinguish’ (gasit’ svet ‘to switch off the lights’) and ‘to be the cause
of extinguishment’ (Dozd’ gasit koster ‘The rain puts out the fire’); brit’ ‘to shave’
(On ne breet podborodok ‘He does not shave his chin’) and ‘to get shaved (by a barber)’
(On breet borodu v barbersope ‘He gets shaved in a barbershop’). Lexicalized grammat-
ical forms of adjectives are not considered by AdaGram as specific senses, e.g. bliZajsij
(‘the closest’, a superlative form of blizkij ‘close’, but also ‘near’: v blizhajsie dni ‘in the
next few days’) or vyssij (‘the highest’, a superlative form of vysokij ‘high’, but also
‘higher’: vyssee obrazovanie’ ‘higher education’).

On the other hand, in some cases AdaGram offers more senses than the diction-
ary. First of all, these are proper names, e.g. Blok (a surname, literally ‘a block, a pul-
ley’), Avangard (a hockey team, literally ‘advance guard’), Vidnoe (a town, literally
‘smth visible”), Groznyj (the Russian tzar and the capital of Chechnya, literally ‘menac-
ing"), etc., which are normally excluded from explanatory dictionaries (at least in the
Russian lexicographic tradition). More often, AdaGram distinguishes between groups
of contexts referring to different domains. For example, it divides into two clusters
the following sets of collocates of the word babocka ‘a butterfly’: (1) motylek ‘a moth’,
strekoza ‘a dragonfly’, porxat’ ‘to flutter’, krylysko ‘a winglet’, roit’sja ‘to swarm’, (2)
gusenica ‘a caterpillar’, kajnozojskij ‘Cainozoic’, nasekomoe ‘an insect’, cesuekrylyj ‘lep-
idopterous’, dvukrulyj ‘dipterous’. Obviously, these are not two different senses of the
word babocka, but rather two types of texts (fiction vs. non-fiction) where it appar-
ently occurs in distinctly different contexts. Similarly, AdaGram postulates two mean-
ings for the word orugie ‘weapon’ with contexts corresponding to wars vs. computer
games, brak (civil vs. religious marriage), anglijskij ‘English’ (history books vs. sports).
For the noun graf, apart from the mathematical sense (‘a graph’), not listed in the
Active Dictionary of Russian, AdaGram gives as many as four types of contexts corre-
sponding to counts or earls in Russia, France, Britain and Western Europe in general,
which the dictionary considers belonging to the same sense.

In many cases, AdaGram offers several clusters of contexts which do not overlap
with the dictionary senses. For the adjective vozdusnyj, it offers two groups of con-
texts: (1) vozdusnyj potok ‘air flow’, vozdusnyj fil'tr ‘air filter’, vozdusnyj nasos ‘air
pump’, vozdusnyj porsen’ ‘air piston’, (2) vozdusnyj sarik ‘party balloon’, vozdusnyj
poceluj ‘air kiss’, vozdusnaja figurka ‘a feathery figurine’, vozdusnoe plat’e ‘a vapory
dress’, which the dictionary subdivides into five different senses: ‘consisting of air’,
‘happening in the air’, ‘using air’, ‘using the energy of the air’, ‘lightweight’. Party bal-
loons, kisses and dresses are more likely to be referred to in fiction, while air filters,
pumps and pistols are more charachteristic for technical prose, and clearly these
genres have quite different classes of contexts.

Finally, there are some special senses found by AdaGram but not listed in the dic-
tionary; apart from the aforementioned graf ‘graph’, consider agent ‘chemical agent’,
vint ‘hard disk’ (apparently a shortening from vincester < Winchester), gorjacij ‘used
for communication’ (gorjacaja linija, gorjacij telefon ‘hotline’).

Our analysis shows that less distant senses are less likely to be distinguished
by AdaGram, according to the following hierarchy: homonyms > senses belonging
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to different subgroups > senses beloging to the same subgroup > exploitations of the
same sense (all these entities are systematically distinguished and marked in the Ac-
tive Dictionary or Russian). It is also worth noting that metaphors are much more
recognizable by AdaGram than metonymic shifts, which might also correspond to the
way they are treated by native speakers. Although AdaGram distinguishes less senses
than the Active Dictionary of Russian, the feedback we received from our annotators
shows that they are often more satisfied with smaller sets of senses found by the for-
mer than with the fine-grained distinctions provided by the latter.

4. Conclusion

In this paper we have explored the question of word sense induction for Russian.
We applied four methods with different underlying approaches—a Latent Dirichlet
allocation topic model (LDA) a vector based AdaGram model, a feature-based context
clustering method and an approach that performs clustering of word2vec neighbours.
Quantitative evaluation performed for nouns and verbs showed that context cluster-
ing and AdaGram are better than LDA for nouns and much better for verbs. The over-
all qualitative evaluation of the interpretability of the obtained clusters revealed that
the two best methods are AdaGram and context clustering. They produce the largest
number of quality senses while word2vec neighbours and LDA performance is less
powerful. This result can be explained by the fact that LDA has access to less informa-
tion in this setup: it works only on contexts of each word individually, while the other
methods have access to the whole corpus, either directly for AdaGram or indirectly
via word2vec embeddings for other methods. Context clustering works better than
word2vec neighbours because it uses the contexts too, while word2vec neighbours
requires existence of monosemous neighbours.

In a deeper study of AdaGram and its comparison with dictionaries, we found that
the method performs consistently well for different parts of speech and induces overall
63% of senses that are distinguished by dictionaries. Moreover, AdaGram allows to get
new and domain-specific senses that may not be included in domain-neutral lexical re-
sources. The major limitation of the method is its inability to take syntactic information
into account. The problem of sense discrimination by context is most evident for verbs.
Although, AdaGram may not allow to solve the problem of the excessive granularity
of lexical resources for NLP tasks (as it produces quite fine-grained clusters-senses),
its clustering seems more corresponding to human intuition. And similarly to the con-
clusions from psycholinguistic experiments with ambiguous words, AdaGram distin-
guishes homonyms and metaphors better than more closely related senses.

The AdaGram database for Russian is available online (http://adagram.ll-cl.org/).
The AdaGram method can be applied as a tool for lexicographers dealing with Rus-
sian—for sense induction from the large corpus and for novel sense detection. One
of the AdaGram’s possible application is the regular polysemy patterns detection which
was discussed in (Lopukhina and Lopukhin, 2016). Besides, this instrument may help
find patterns in big corpora that a human can not access.

One possible development of this study may be making context representations
“aware of” the word order and the syntactic relations. This might allow distinguishing
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senses that are currently lumped together. This goal can be achieved either by corpus
preprocessing (e.g. applying a syntactic parser), or by using richer context representa-
tions (e.g. moving from the bag of words to recurrent neural networks). Another pos-
sible development may be adjusting the methods to produce more distinct senses, and
improving the sense presentations to make them clearer for the users.

Appendix
An example of the AdaGram model’s output for the word gorsok (# 0 ‘flower pot’,

#2 ‘potty’ and ‘clay pot’, #1 ‘clay pot’ and ‘potty’, #4 ‘clay pot’, #3 ‘given name’).

ropLiok

Word ipm: 16.89, occurrences: 34188.

#0 033 #2 029 #1 0.26  #4 0.10  #3 0.03
Contexts: ... Contexts: ... Contexts: ... Contexts: ... Contexts: ...
Neighbours: Neighbours: npuyyats, ighb I7 A, ighb Neighbours: agmupan,
LBETOYHbIH, UBETOK, 60r, oTyyatb, pe6eHok, HOYHOM, LM, 3BOH, nepepa6oTka, @nor, kpevicep,
pacreHme, rpyHT, xoanTb Koren Aegopmayms, 10/1y3aLYNTHUK, BMD
Knym6a MEXKOMHaTHbIN,
Tearpann3oBars,
BJTMHCKWH
Similar senses: Similar senses: Similar senses: Similar senses: Similar senses:
Ba3oH 0.77 namnepc 0.52 mucka 0.75 cocyn 0.60 ropLukoB 0.67
Kagka 0.66 caguk 0.49 Kactprons 0.74 mgoc 0.58 rosioBKo 0.64
Basa 0.66 pebeHok 0.49 Koren 0.71 ameopa 0.55 Ky3HeLoB 0.61
Kawno 0.65 pebeHoqek 0.49 TTIMHAHBIA 0.70 KyBLUNH 0.54 KacaToHoB 0.60
Knymba 0.63 Aoya 0.49 nnoLwka 0.69 JienHov 0.52 makapos 0.58
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In this paper we study several groups of features and machine learning
methods in the shared task on Russian paraphrasing organized in 2016.
We use four groups of features: string-based features, information-retrieval
features, part-of-speech features and thesaurus-based features and com-
pare three machine learning methods: SVM with linear and RBF kernels,
Random Forest and Gradient Boosting. In our experiments, the best results
were obtained with the Random Forest classifier with parameter tuning and
using all groups of features. The results of Gradient Boosting with param-
eter tuning were slightly worse.

Keywords: paraphrasing, semantic similarity, machine learning, thesaurus

NCCJIE0OBAHUE NMPU3HAKOB
M METOAOB B SAJAYE OMNPEOEJIEHUNA
NAPA®PA3 014 PYCCKOI'O 43bIKA

JlykaweBud H. B. (louk nat@mail.ru),
LeBenes A. C. (alex.shevelev@hotmail.com),
Moxapoga B. A. (joinmek@rambler.ru)

MY um. M. B. JlomoHocoBa, MockBa, Poccusa

KnioueBble cnoBa: napacdpasbl, CEMaHTUYECKOe CXOACTBO, MalUMHHOE
oby4yeHue, Tesaypyc

1. Introduction

Accounting paraphrases and synonyms is crucially important for various natural
language applications such as machine translation (Marton et al., 2009), information
retrieval and question answering (Fader et al., 2013), text summarization (Nenkova,
McKeown, 2012; Loukachevitch, Alekseev, 2012), document clustering (Vossen et al.,
2014), plagiarism measuring (Clough et al., 2002), etc.
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Data for paraphrase detection can be found in synonym dictionaries, thesauri
such as WordNet, or crowdsourced resources as Wikipedia. Also specialized data-
bases with automatically collected paraphrases have been created (Dolan et al., 2004;
Pavlick et al., 2015). Large text corpora can be processed to extract information on se-
mantic similarity between words or expressions using similarity between their con-
texts (Przybyla et al., 2016). In practice paraphrase detection is based on large variety
of sentence features (Kozareva, Montoyo 2006).

In this paper we describe results of exploiting several groups of features to detect
paraphrased sentences in Russian. We are most interested in using semantic features
calculated on the basis of RuThes thesarus (Loukachevitch, Dobrov, 2014). We also
study several machine learning methods in this task: SVM, Random Forest, and Gra-
dient Boosting. The evaluation is carried out on the data of the Russian Paraphraser
corpus (Pronoza, Yagunova, 2016; Pivovarova et al., 2016).

2. Related Work

Most papers on English paraphrasing have been evaluated on Microsoft Research
Paraphrase Corpus (Dolan et al., 2004), which comprises 5,081 paraphrase sentence
pairs. The sentences pairs have been manually annotated into two classes: paraphrases
or not. The data contain 67% positive examples of paraphrases and 33% of non-para-
phrases. The data have been arbitrarily splitinto a training set containing 4,076 examples
and a test set containing 1,725 examples. Evaluation of approaches to semantic textual
similarity is also organized in the framework of SemEval conference (Agirre et al., 2016).

Most approaches to paraphrase detection exploit the following groups of features
and combine them with machine learning methods (Kozareva, Montoyo 2006):

» various measures of word and character similarities, including length features,
longest common sequence, n-gram overlap features, edit distances, machine
translation similarities (BLUE, WER, TER, ROUGE-L etc.), information-retrieval
measures (tf-idf, BM25), named entity similarity (Brychcin, Svoboda 2016);

» features of lexical differences between sentences including parts of speech tags,
named entities, meaningful words (Pronoza, Yagunova, 2015a);

* syntactic features based on similarity between dependency trees;

* semantic measures based on WordNet conceptual structure (Mihalcea et al.
2006; Fernando, Stevenson, 2008);

* corpus-based similarities using classical distributional vectors or distributed rep-
resentations of words learned by neural networks on a large text corpus (Przybyla
etal., 2016);

Last successful approaches in paraphrase detection combine neural networks,
comparison of dependency trees and semantic measures based on WordNet similarity
(Rychalska et al., 2016; Brychcin, Svoboda 2016).

The previous work on semantic approaches for paraphrasing in Russian includes
the work by Dobrov and Pavlov (2010) who studied the contribution of synonyms de-
scribed in the Socio-political thesaurus for Russian news document clustering. With
this aim, they created the conceptual index where each concept contains all known
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synonyms for news texts. For evaluation, the collection of news documents from
ROMIP (Russian Information Retrieval Seminar)! was used. They found that the use
of the conceptual index improves the best achieved result of news clustering (if com-
pared with clustering based on words in the text body and the header) by 5.5%.

Pronoza and Yagunova study (2015a) various factors of paraphrase detec-
tion on the Russian paraphrase corpus including shallow measures based on word
or characters overlap, dictionary-based measures and distributional semantic mea-
sures based on finding context similarity between words in a text corpus. They ex-
perimented on the Russian paraphrase corpus containing 6,281 sentence pairs (1,482
precise, 3,247 loose and 2,209 non-paraphrases). Altogether more than 80 features
of sentences were calculated and combined with the Gradient Boosting classifier. The
similarity between synonyms in a dictionary was based on calculating the probability
to meet the words in the same set of synonyms.

In 2016 the shared task on evaluation of methods for detecting Russian para-
phrases has been organized (Pivovarova et al., 2016).

3. Russian Paraphrase Evaluation: Tasks, Data, Results

The main task in the evaluation was three-way classification of sentence pairs:
precise, loose and non-paraphrases on the specially created Paraphraser corpus (Piv-
ovarova et al., 2016). The task of binary classification was also considered: sentence
pairs should be classified to paraphrases or non-paraphrases.

The participating teams should take a pair of sentences as an input and return the
similarity class as a response. Participants could submit “standard” runs that utilize
as training data only the ParaPhraser corpus and (or) manual dictionary resources,
and “non-standard” runs that may use any other data. “Standard” and “non-standard”
run have been evaluated separately.

The datasets were formed on the basis of news story headlines. The training col-
lection contains about 7,000 sentence pairs. Each candidate pair was manually anno-
tated by three native speakers with the use of crowdsourcing. The test dataset (Gold
standard set) contains 1,924 sentence pairs.

Table 1. Russian Paraphrase Evaluation Dataset Statistics

Paraphrases Training set Gold standard set
Exact 1,662 (23%) 374 (19.4%)
Loose 3,644 (41%) 778 (40.4%)

Non-paraphrases

1,921 (36%)

772 (40.2%)

Total

7,227

1,924

The quality of submitted results has been assessed with Accuracy and macro
F-measure. At present, the evaluation results are published only in the electronic form?.

! http://www.romip.ru/

2 http://www.paraphraser.ru/contests/result/?contest_id=1
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4. Features for Paraphrase detection

For finding paraphrases, we use four groups of features and study results for
three machine-learning methods (SVM, Gradient Boosting and Random Forest) in de-
pendence of different parameters.

Table 2. The best results achieved at Russian Paraphrase Evaluation

Task Accuracy F-measure

Three-class, standard 59.01 56.92
Three-class, non-standard 61.81 58.38
Two-class, standard 74.59 80.44
Two-class, non-standard 77.39 81.10

The features include the following groups: string-based features, information-
retrieval features, part-of speech features, and thesaurus-based features.

String-based features include features for two and three symbol N-grams, and
for word one, two and three N-grams. For each type of N-grams, the string feature
group comprises the following three features:

S NS
feature, = 15,0 5|
1S; U S,
IS; N Sz
eature, =
Jeatures = g
ISy NS, |
feature; =
Y

where S, is a set of character of word N-grams of Sentence 1; S, is a set of character
of word N-grams of Sentence 2, |S| is the number of elements in the set S.

Information-retrieval (IR) features include BM25 and IDF features computed
on the train collection (Manning et al., 2008). The BM25 feature compares similar-
ity of two sentences, using formula (*). The IDF features (Formula **) are calculated
for the word difference between two sentences: maxIDF is the maximal idf for words
in the sentence difference, sum IDF is the sum of all idf of words from the sentence dif-
ference. Calculating IDF, we suppose that the loss of frequent words in the difference
between sentences may be not very meaningful.

TF(w;,S5)*(k+1)
TF(wi,Sz)+k*(1—b+b*%)

BM25(S,S,) = X, IDF(w;) =

_ N-N(w;)+0.5
IDF(w,;) = log N(w;)+0.5

where TF (w,, S) is the frequency of word w, in sentence S, N is the number of sentences
in the training collection, N(w,) is the number of sentences containing word w, |S|
is the length of a sentence in words, avg is the average length of a sentence in the col-
lection, k and b are parameters, their standard variants (k=1.2, b=0.75) are used

(Manning et al., 2008).
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Part-of-speech (POS) features are binary features that indicate what parts
of speech are found in the difference between sentences. Five part-of-speech features
show the presence of nouns, verbs, adjectives, adverbs and all other functional parts
of speech in sentence difference.

Thesaurus (Thes) features are calculated on the basis the RuThes thesaurus
(Loukachevitch, Dobrov, 2014). They will be described in the next section.

5. Semantic (Thesaurus) Features for Paraphrase Detection

It is useful to use semantic information about synonyms and semantically re-
lated language units to detect similarities between phrases. With this aim, we uti-
lize RuThes thesaurus (Loukachevitch, Dobrov, 2014). The publicly available ver-
sion of the RuThes thesaurus, RuThes-lite 2.0, comprises 31.5 thousand concepts,
115 thousand Russian words and expressions®. RuThes is a linguistic ontology, hierar-
chical net of concepts. It has many similarities with the Princeton Wordnet (Fellbaum,
1998) structure, therefore approaches for calculating semantic similarity proposed
for wordnets can be applied to RuThes also.

We calculated several lexical similarity measures proposed for Princeton Word-
Net. These measures exploit paths between concepts where words under comparison
were assigned. The measures include Leacock-Chodorow measure (Lch), Lin measure
(Lin), and Jiang-Conrath measure (Jcn) (Budanitsky, Hirst 1998).

The Lch measure estimates the similarity of two nodes by finding the path length
between them in the is-a hierarchy. It is computed as:

simyep, = — logﬁ

where Np is the distance between nodes and D is the maximum depth in the taxonomy.
The distance is calculated in nodes, that is the distance between synonyms is equal 1,
and the distance between a node and its hypernym is equal 2. We used two variants
of calculation of this measure: 1) using only hyponym-hypernym relations (Lch,) and
2) using hyponym-hypernym and part-whole relations (Lch,). In RuThes, the transi-
tivity of part-whole relations is supported (Loukachevitch, Dobrov 2015), therefore
multi-step paths of part-whole relations and their combination with hyponym-hyper-
nym relations are also meaningful. In RuThes-lite, the maximum depth of the ontol-
ogy accounting both types of relations is equal 14. The logarithm base is equal to 2D.

Other two measures are calculated on the basis of word probabilities and
so called information content (IC). For every word the probability to meet this word
in a corpus is calculated:

Freq,,
N

where N is the size of a corpus in words. The probability of a concept is the sum of prob-
abilities of all text entries assigned to this concept.

P(w) =

3 http://www.labinform.ru/ruthes/index.htm
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The information content of a concept is an estimate of how informative the con-
ceptis. It is supposed that frequently occurring concepts have low information content
and rarely occurring concepts have high information content.

1C(c) = —log(P(c))
In calculating information content, probabilities of all lower concepts in the hier-
archy should be summed up. The Lin measure is calculated as follows:

2-1C(LCS(Cy, Cy))
1C(C) +1C(Cy)

Sim”n =

where LCS is the least common subsume of C1 and C2.

1
1C(Cy) +IC(Cy) + 2 - IC(LCS(Cy, Cy))

Simjc, =

For Lin and Jcn measures, two variants were also calculated: with and without
accounting part-whole relations.

To estimate word frequencies for IC calculation, an additional news corpus was
used. Therefore according to the evaluation rules, when we use the Lch measure, the run
could be considered as standard. But when we use the Lin or Jcn similarity measures,
these runs should be categorized as non-standard due to the use of the additional corpus.

Comparing sentences on the basis of thesaurus similarity, we use the approach
proposed in (Fernando, Stevenson, 2008) that allows summing the similarity of a word
in one sentence with several words from another sentence. Sentences in this approach
are represented as binary vectors d and b. The similarity between the sentences is cal-
culated as follows:

awb
=
|dllb]
where W is a square matrix of the calculated similarities between words and expres-
sions found in both sentences.
Each w; in W represents the similarity of words w, and w; according to some lexi-
cal similarity measure. In our case the measures are symmetric, i.e. w,=w, and the

matrix is also symmetric. Diagonal elements represent self similarity and have the
greatest values equal to 1.

sim(d,b) =

Table 3. Matrix of Lch similarity for the example sentences

Jemu Myp Yxpacmo IMoxumums | Odexcda
Jlemu 1 0 0 0 0
Myp 0 1 0 0 0
Yxpacmo 0 0 1 0.7941 0
IMoxumums | O 0 0.7941 1 0
Odexcoa 0 0 0 0 1

As preprocessing, before thesaurus features calculating, sentences are lemma-
tized, function words are removed, numbers mentioned in sentences are substituted
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with corresponding words. Words not found in the thesaurus but met in both sen-
tences have maximal similarity 1.
For example, if two sentences are considered:

(s1) Y Jemu Myp yxpanu odexcdy. (Demi Moor's clothes were stolen)
(s2) Y Jemu Myp noxumuau o0excdy. (Demi Moor's clothes were robbed)

The matrix according the Lch measure is presented in Table 3. Words “Zemu”
and “Myp” are absent in the thesaurus but mentioned in both sentences. The different
words ykpacms and noxumums are linked with the hyponym-hypernym relation and
have high semantic similarity according to the Lch measure.

6. Experiments and Results

Before comparison, all sentences were lemmatized and the part-of speech information
was extracted for each word. In preliminary experiments, we chose Random Forest as a ba-
sic machine learning method. We used the implementation from scikit-learn package®.

Table 4. Best results achieved using Random
Forest learning (grid parameter tuning)

Heldout set Gold standard set
Features Accuracy | F-measure | Accuracy | F-measure
1) String-based 63.34 61.42 60.03 57.99
2) 1)+BM25 64.59 62.76 60.55 58.67
3) 2)+ Max idf 64.59 62.67 60.96 58.99
4) 3)+POS features 65.76 63.87 61.07 59.03
5) 4)+Thes, 65.35 63.56 61.48 59.33
6) 5)+Thesjcn 65.28 63.35 62 60.03

The parameters of the method were tuned with GridSearchCV® function.
This function generates candidates from a grid of parameter values specified with
the param _ grid parameter. All the possible combinations of parameter values are
evaluated and the best combination is retained. In our case for tuning parameters,
the training set was subdivided into the cross-validation dataset and the heldout set.
The parameters were tuned on the cross-validation dataset with the cross-validation
technique and tested on the heldout set.

Table 5 contains the achieved results on the heldout set and the gold standard set
for Random Forest with parameter tuning. It can be seen that string-based features
allows obtaining the significant level of the result. If to compare with the Paraphrase
evaluation results (Table 2), it can be noted that the string-based features with tuned

4 http://scikit-learn.org/stable/index.html

5 http://scikit-learn.org/stable/modules/grid_search.html
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Random Forest overcome the results reported in the evaluation (Standard variant).
Other groups of the proposed features gave further improvement of the results.

Table 5. Results achieved with the default parameters

Methods and
Parameters Features Accuracy | F-measure
SVM linear String-based 59.82 56.54
Default parameters String-based+IR 60.86 57.49
(C=1, penalty=L2) String-based+IR+POS 60.60 57.36
String-based+IR+POS+Thes 61.43 58.10
SVM rbf String-based 58.99 56.95
Default parameters String-based+IR 59.77 57.77
Cc=1 String-based+IR+POS 59.82 56.72
String-based+IR+POS+Thes 60.49 57.62
Random Forest String-based 54.88 52.61
Default parameters String-based+IR 57.38 54.76
N-estimators=10 String-based+IR+POS 57.43 55.66
Min_samples_leaf=10 | String-based+IR+POS+Thes 56.65 54.60
Gradient Boosting String-based 59.56 57.55
Default parameters String-based+IR 59.51 57.95
N_estimators = 100 String-based+IR+POS 60.91 58.89
min_samples_leaf = 1 | String-based+IR+POS+Thes 60.86 59.11
max_depth = 3
learning_rate = 0.1
Table 6. Results achieved with grid parameter tuning:
SVM (linear, RBF), Gradient Boosting
Methods and
Parameters Features Accuracy | F-measure
SVM linear 1) String-based 59.92 56.71
Grid tuning, 2) String-based+IR 60.86 57.52
C=0.4,0.7,0.2,0.2 3) String-based+IR+POS 60.75 57.54
Penalty L2 4) String-based+IR+POS+Thes 61.64 58.52
SVM rbf 1) String-based 59.25 57.29
Grid tuning 2) String-based+IR 57.38 54.72
C=1.5, 100, 70, 0.6 3) String-based+IR+POS 58.00 54.85
Gamma=0.01, 0.1 4) String-based+IR+POS+Thes 59.61 57.32
Gradient Boosting 1) String-based 60.13 58.17
Grid tuning 2) String-based+IR 60.55 58.65
3) String-based+IR+POS 61.56 59.05
4) String-based+IR+POS+Thes 61.93 59.92
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We experimented with different sets of the thesaurus features. The best result
(BestOfThesaurus) in combination with features of other groups was obtained using
four thesaurus features: two variants of similarity based on the Lch measure (with
and without accounting part-whole relations) and two variants of similarity based
on the Jcn measure (Run 6 in Table 4).

For each run, the parameters of Random Forest were tuned separately. The num-
ber_of _ esimators parameter were changed from 100 till 500, and the min-samples_
leaf parameter was equal to 15 or 20.

After obtaining the results with tuned Random Forest, we compared the results
of other machine learning methods working with the same feature set. We considered
SVM (linear kernel and radial basis function kernel (RBF)) and Gradient Boosting. All
methods were compared in two main regimes: with default parameters (Table 5) and
with grid-tuned parameters (Table 6).

From Table 5, we can see that linear SVM achieves the performance close to the
best result in Accuracy, and Gradient Boosting Method is enough close to the best
result in F-measure without any tuning.

Table 6 shows the performance of the SVM and Gradient Boosting methods
on the same features with tuned parameters. For Linear SVM and Gradient Boost-
ing, the results slightly improved (if compared with default values of parameters) but
were not better than for Random Forest. The parameter tuning for the rbf variant
of SVM did not allow achieving better results on the Gold Standard set than with
default parameters.

It also can be seen that the value of C-parameter for Linear SVM was always less
than the default value (1). The C parameter for rbf SVM behaves unstable changing
from 0.6 till 100.

Conclusion

In this paper we studied several groups of features and machine learning meth-
odsin the shared paraphrasing task in Russian organized in 2016. We used four groups
of features: string-based features, information-retrieval features, part-of-speech fea-
tures and thesaurus-based features and compared three machine learning methods:
SVM with linear and RBF kernels, Random Forest and Gradient Boosting.

In our experiments, the best results were obtained with the Random Forest clas-
sifier with parameter tuning and using all groups of features. Each group of features
improved the performance of paraphrase detection. The results of Gradient Boosting
with parameter tuning were slightly worse.
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Call centers receive large amounts of incoming calls. The calls are being
regularly processed by the analytical system, which helps people auto-
matically inspect all the data. Such system demands a classification mod-
ule that can determine the topic of conversation for each call. Due to high
costs of manual annotation, the input for this module is the automatically
transcribed calls. Hence, the texts (=automatic transcription) used for clas-
sification contain ill-transcribed words which can probably influence the
classification process. Another important point is that this module also has
special requirements: it should be domain-independent and easy to setup.
Document classification task always requires an annotated data set for
classifier training, but it seems to be too costly to make an annotated train-
ing set for each domain manually. In this paper, we propose an approach
to automatic speech recognition texts classification that allows the user
avoiding full manual annotation and at the same time to control its quality.

Key words: document classification, document clustering, automatic
speech recognition, noisy texts processing
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1. Introduction

Customer contact centers or call centers have to deal with a large amount of calls
every day, and it appears to be difficult to manage this data and do the analytics man-
ually. The supervisors and managers of call centers are interested in getting detailed
analytic reports on a daily basis, which means it should not demand much human in-
volvement and should be done quickly, in other words, it should be done automatically.
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Getting the information about popular topics of incoming calls requires an ana-
lytic system to have an option of text classification/clustering (in our case the au-
tomatically transcribed calls recordings). Some solutions for this task had been pro-
posed in [Agarwal et. al. 2007], [Popova et al. 2014], but the problem of domain-
independent classification remains open. Here we propose an approach to domain-
independent automatic speech recognition (ASR) texts classification. Our approach
to handling noisy Russian data (texts with ASR mistakes) outdoes the one proposed
in [Popova et al. 2014] and the use of clustering for semi-automatic training set an-
notation seems to be a solution to domain-independent classification.

The paper is organized as follows. In section 2 we make an overview of some pa-
pers devoted to clustering and classification of short ASR texts. Next, in section 3 we de-
scribe special characteristics of the data—the ASR texts. In sections 4 and 5 we describe
the pipeline we implemented for domain-independent ASR texts classification and pres-
ent the results of evaluation. Section 6 contains the conclusions of our work.

2. Related Work

While short noisy texts like social media content are a hot topic in NLP nowadays
[Subramaniam 2009], ASR texts do not receive much attention. The ASR systems per-
formance is stated to be high; however, when applied to call-center data, ASR qual-
ity decreases because of the system’s sensitivity to loud environment and low-quality
equipment. Obviously, it results in more errors for the languages with rich morphol-
ogy like Russian.

In [Agarwal et. al. 20071, besides an overview of types of noise in textual data
and related NLP tasks, one can find a number of experiments describing how ASR
mistakes affect the supervised classification results (SVM vs. multinomial naive
Bayes, English Reuters texts). The observations are optimistic: with word error rate
up to 40%, a classifier accuracy does not decrease significantly. In [Popova et al.
2014] authors compare manual text transcripts and automatically recognized texts
(word error rate about 20-35%) clustering and make the same conclusions as sug-
gested in [Agarwal et. al. 2007] about the effect of error rate on the clustering results.
It is also claimed that stop words (manually gathered domain-specific list) removal
and Latent Semantic Indexing improve clustering results (best-averaged result stated
is Fl-score=0.47 on k-means with a stop-list when LSI is not used). Another work
[Popova, Krivosheeva, Korenevsky 2014] proposes a more sophisticated approach
to automatic stop words list generation: a word is included in the stop list if its re-
moval from all the documents increases the dissimilarity between documents related
to different clusters and also decreases the dissimilarity between documents within
the same cluster. The best averaged F-measure achieved is 0.57.

ASR texts processing is usually done via supervised classification or clustering into
a fixed number of clusters. The former approach demands a large manually annotated
collection and the latter usually requires determining the number of clusters by a human
or a robust procedure of finding one. A possible workaround is a two-stage clustering
method [Wang, Wu, Shao 2014] where hierarchical clustering is performed in a sliding
window and the clusters are iteratively merged using the information gain measure.
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The approach we are proposing here is both simple and effective. Clustering al-
lows us to avoid full manual annotation and at the same time to control the annotation
quality.

3. Data

For the experiments, we used the dataset of 1,370 automatically transcribed
calls of an airlines call center (all texts are in Russian). In the following, we refer
to automatically transcribed calls as texts or documents. The dataset was manually an-
notated according to 5 topics, which are luggage, booking change, ticket return, flight
status, and flight information (see Table 1 for the distribution of the topics).

Table 1. Topics distribution in the collection

Topic Documents

luggage 653
booking 288
return 257
status 74
flight info 98
Total 1,370

These texts are typically short (min=18, max=1,439, median=170 words) and
contain mistakes of the ASR system. The proportion of incorrectly transcribed word
forms in ASR results is typically about 10-40% depending on audio quality. Below
we refer to the words that were incorrectly transcribed by the ASR system as noise.
Table 2 shows some examples of noisy sentences.

Table 2. ASR transcription errors. The erroneous words are in bold

ASR transcription examples Correct transcription
1 | spasibo za nogti konja spasibo za zvonok vsego dobrogo
do svidanija
(thanks for the horse nails) (thanks for the call and good bye)
2 | davajte kot bronirovanija vam nazovu | davajte kod bronirovanija vam
nazovu
let me tell you the booking cat let me tell you the booking code
3 | nazovite nomer brone pozhalujsta nazovite nomer broni pozhalujsta
tell me your bookings code please (tell me your booking code please)
4 | drova zazhiganija spasibo za ozhidanie
firewood ignition (thanks for waiting)
5 | broni junosheskogo truda skazhet broni ? ? skazhet/skazhite
booking teenage labour say booking ? ? say
6 | mne by na popozzhe rjabina mne by na popozzhe ?
for me a bit later ashberry for me a bit later ?
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As one can see, there are two major problems here. The first one is words dele-
tion, and we do not deal with it in this paper. The second one is incorrect word tran-
scription, and we see it useful to distinguish between two types of such mistakes.
First, the mistakes (like examples 4-6 in Table 2), for which one can hardly name the
correct word form or find any regularity in its appearance in texts. The other type
of ASR mistakes (like examples 1-4 in Table 2) are the words that seem to be very
similar to the correct transcription and they always stand for the same original words
or, to put it differently, they are regular. In Section 4.2 we discuss how different ways
of text vectorization allow us to cope with such noise.

Another salient characteristic of our data is its dynamics. A typical call-center
that we are dealing with gets thousands of calls every day, and all of them have
to be categorized. The distribution of topics can change in time depending on many
external factors, with new topics appearing and some of the old ones vanishing. That
means, we can not train a classifier once and be satisfied with the result. The fact that
the data we deal with can change significantly obliges us to keep our classifier up-to-
date and retrain it when needed.

When we apply the approach described below to the data we get for a new call-
center project, at the starting point we do not know whether it is related to bank in-
dustry, telecommunications or any other domain. Quick setup for a new call-center
project is also desirable and it should not involve time-consuming gathering or/and
editing keywords lists.

To sum up, all the characteristics of data determine requirements to our classifi-
cation module: resistance to ASR errors, timely model re-training, domain indepen-
dence, and quick setup.

4. Implementation: From Clustering to Classification

4.1. Texts preprocessing and vectorization

For the purposes of quick setup, our pipeline demands minimal preprocessing
of the ASR results. Firstly, the texts are lemmatized! and the stop words are deleted.
We use a standard stop words list consisting of highly frequent Russian words (such
as functional words and pronouns) and an additional wordlist containing words typi-
cal to call-centers (e.g. talk, speak, please, hello etc.; we found that for our purposes
60 words are enough). This list does not include domain-specific words and can be ap-
plied to various contact centers; this reduces customization costs. We also do not try
to filter or correct ASR errors as most of them are being filtered automatically during
the document vectorization procedure.

Normalized texts are then vectorized via one of the usual NLP techniques: tf-
idf [Pedregosa et al. 2011] or doc2vec [Mikolov et al. 2013]. In order to compare
different ways of vectorization, we performed classification using Random Forest
Classifier (RFC, [Breiman 2011]), Logistic Regression [Hosmer et al. 2013] and SVM

1 We used Mystem morphological analyzer [Segalovich 2003].
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Classifier [Steinwart, Christmann 2008] on the same dataset vectorized by tf-idf,
doc2vec distributed memory and doc2vec distributed bag-of-words models (Table
3). During the cross-validation procedure, training and test document sets were vec-
torized by tf-idf separately from each other on each iteration. When building a tf-
idf collection matrix, the following the document frequency thresholds appeared
to be the optimal: a word was not included in the tf-idf vocabulary if it was found
in less than 20 documents or more than 50% of the collection. As for the optimal
doc2vec model parameters, we finally set the vector size to 400 and the word fre-
quency threshold to 3, i.e. a word that is ignored if it occurs less than 3 times in the
collection.

Table 3. Different classifiers performance with
tf-idf and doc2vec vectorization

Classifier, vectorization Fl-score
RFC (100 trees), tf-idf(max_df=0.5, min_df=20) 0.85
Logistic Regression (C=1), tf-idf(max_df=0.5, min_df=20) 0.86
SVM (C=1), tf-idf(max_df=0.5, min_df=20) 0.84
RFC (100 trees), doc2vec (size=400, min_count=3, distributed 0.65
memory)

RFC (100 trees), doc2vec (size=400, min_count=3, bag of words) 0.62
Logistic Regression (C=1), doc2vec (size=400, min_count=3, 0.43
distributed memory)

Logistic Regression (C=1), doc2vec (size=400, min_count=3, bag 0.31
of words)

SVM (C=1), doc2vec (size=400, min_count=3, distributed memory) 0.30
SVM (C=1), doc2vec (size=400, min_count=3, bag of words) 0.31

The experiments had shown that tf-idf approach is preferred over the doc2vec
models. We chose tf-idf model for the sake of its good performance, simplicity, and in-
terpretability. Firstly, this helps to ignore most ASR mistakes during the classification
as their document frequency is usually below the threshold (examples of the filtered
words are given in Table 4); secondly, ASR mistakes defined above (see Section 3)
as regular mistakes, if frequent enough to be in tf-idf vocabulary, are supposed to im-
prove clustering to some extent.

Table 4. Stop words filtered by their document frequencies.
These are obviously non-regular ASR errors

Stop words English translation

file, veselit, razdelno, globus, izlechit, fillet, to amuse, separately, globe,
travmaticheskij, programmka, paluba, to cure, traumatic, programme, deck,
arest, lishaj arrest, shingles
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4.2. Clustering and clusters merging

Despite the fact that nowadays one has a large number of well-known clustering
methods to choose from, the main challenge is still to determine the optimal number
of clusters for a dataset. The problem is usually solved by optimization techniques
such as elbow method, silhouette method, etc. However, we can not stick to one cri-
terion as we try to make a domain-independent classification module. On the one
hand, we want to avoid human involvement when possible, on the other hand, how-
ever, it is desirable to have an option that allows to edit clustering results if necessary.
We solve this problem in the following way: the documents are clustered into delib-
erately larger, than it presumably is, number of clusters, so that their homogeneity
is certainly high, and then the clusters are merged according to their lexical similarity.
The merging procedure can be done or supervised by a human.

After the K-means clustering procedure (k-means++ initialization, 15 clusters),
the average cluster homogeneity was 0.61, which we found acceptable. Adjusted rand
index, on the other hand, was only 0.18, and completeness = 0.31.

Every cluster can be described by a list of most frequent lemmas bigrams
(Table 5). Clusters merging procedure is therefore quite trivial and stands on these
lists pairwise similarity. We refer to the named sets of clusters that this procedure
results in as calls topics. The calls topics were named taking into account the manual
annotation labels set. We make this assumption in order to perform the final evalua-
tion in terms of the classification problem.

As shown in Table 5, the lists of the bigrams do not include much noise. Because
of the high quality of these wordlists, it becomes possible for a person to adjust the
clustering results and/or to name the calls topics if necessary.

Table 5. Most frequent lemmas bigrams of clusters

cluster calls
id bigrams topic
#0 Russian luggage

salon samolet, summa izmerenie, sem’desyat santimetr,
santimetr summa, damskij sumochka, ruchnoj klast’, damskij
sumka, sumka noutbuk, sto pyatdesyat, dopolnitel'nyj plata,
bagazh kilogramm

English translation

plane cabin, summ dimension, seventy centimeter, centime-
ter summ, lady’s bag, hand luggage, women’s bag, luggage
kilograms
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cluster
id

bigrams

calls
topic

#1

Russian

moskva ekaterinburg, nol’ nol’, vylet nol’, predstavitel’ avia-
kompanija, izmenit sorok, dar’ja predstavitel’, nol’ izmenit’,
ekaterinburg vylet, tridcat’ utro, nol’ utro, moskva vylet

English translation

moscow ekaterinburg, zero zero, departure zero, airline rep-
resentative, change forty, darja (name) representative, zero
change, ekaterinburg departure, thirty morning, zero morn-
ing, moscow departure

flight
status

#2

Russian

bagazhnyj otdelenije, salon samoljot, bagazhnyj otsek,
bagazh salon, bagazh kilogramm, sto pyatdesyat, summa
izmerenie, provoz bagazh, sdat’ bagazh, besplatno norma,
pyatdesyat santimetr

English translation

luggage section, plane cabin, luggage place, luggage cabin,
luggage kilogram, hundred fifty, sum dimension, carriage
luggage, claim luggage, free norm, fifty centimeter

luggage

#5

Russian

data vylet, izmenit’ data, kupit’ bilet, tysjacha rubl’, familija
passazhir, vylet vylet, bilet izmenit’, vylet napravlenie,
annulirovat’ bilet, novyj bilet, denezhnyj sredstvo,
nevozvratnyj tarif

English translation

departure date, change date, buy ticket, thousand ruble,
surname passenger, departure departure, booking change,
departure direction, cancel booking, new booking, money,
economy class

booking
change
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4.3. Classification of the new documents

The procedure described above yields a large decently annotated collection
of documents that can be used as a training set for the further classification. The clas-
sifier (best results were shown by Logistic Regression with C = 25)? is trained on the
clustering results and predicts cluster ids for the new documents. Then these labels
are mapped to the calls topic names according to the clusters naming done at the
previous stage, and, finally, these results are compared to the manual annotation
(Table 1). We evaluated the classifier's performance on the same dataset (Table 1)
by dividing it into the training set, which was used for clustering, and the test set.

Table 6 shows the best classifier performance for each topic. The overall result—
weighted average precision, recall and F-measure—is given in Table 7. The weighting
was performed according to the proportion of ‘true’ instances of the particular topic class.

Table 6. Logistic Regression evaluation

Topic Precision | Recall Fl-score | Number of documents
luggage 0.96 0.90 0.93 125
booking change 0.83 0.37 0.51 65
ticket return 0.48 0.90 0.63 52
flight status 0.58 0.69 0.63 16
flight information 0.73 0.50 0.59 16

Table 7. Weighted performance measures

Weighted Precision Weighted Recall Weighted F1
0.80 0.74 0.74

As shown in Table 6, the largest calls class (luggage’) was classified very well.
We explain this by low lexical similarity of these documents with the others. On the
other hand, ‘flight status’ and ‘flight information’ are rather often confused, and we see
their closeness as the reason for high FP rate of the former and FN rate of the latter.
The overall results seem satisfactory given that we did not edit the results of clus-
tering. In comparison to the supervised classification results (Table 3 for the tf-idf
vectorization), where F1 achieved 0.86, the results of the classifier trained on semi-
automatically annotated dataset are slightly lower but still adequate.

5. Conclusion

In this paper, we observed the problem of domain-independent classification
of automatic speech recognition texts and proposed a solution that allows to avoid fully
manual annotation of the documents collection. Our results show that using clustering
techniques as an automatic training set annotation tool does not worsen the classifica-
tion results greatly. We regard the described pipeline as an acceptable solution for the
case when one cannot afford manual annotation of a large training set.

2 Weused TPOT Python module [Olson et al. 2016] to chose the optimal classifier configuration.
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As the as the volume of user-generated content in social media expands so
do the potential benefits of mining social media to learn about patient con-
ditions, drug indications, and beneficial or adverse drug reactions. In this
paper, we apply Conditional Random Fields (CRF) model for extracting ex-
pressions related to diseases from patient comments. Our method utilizes
hand-crafted features including contextual features, dictionaries, cluster-
based and distributed word representation generated from unlabeled user
posts in social media. We compare our CRF-based approach with deep
recurrent neural networks and a dictionary-based approach. We examine
different word embeddings generated from unlabeled user posts in so-
cial media and scientific literature. We show that CRF outperformed other
methods and achieved the F,-measures of 69.1% and 79.4% on recognition
of disease-related expressions in the exact and partial matching exercises,
respectively. Qualitative evaluation of disease-related expressions recog-
nized by our feature-rich CRF-based approach demonstrates the variability
of reactions from patients with different health conditions.
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1. Introduction

The explosive growth of social media has provided millions of people with the
opportunity to share their thoughts or observations related to their health and health
care. Repositories of user discussions such as patient portals can be often freely ac-
cessed by researchers interesting in social media listening to gather valuable new
information about new uses of existing medications, adverse drug reactions, or un-
known benefits associated with taking the medications.

A recent trend in text mining research is to move from detecting mentions
of genes, gene variants, chemical/drug names, species and other biological concepts
towards the broader task of extracting actionable insights from user feedback [1,
14, 17]. Research papers and electronic health records (EHRs) have been the sub-
ject of many experimental and clinical studies over the past decade [10]. The task
of mining biomedical information from social media instead of articles and EHRs
is more challenging due to the informal writing style of a text. Patients who are au-
thors of comments lack formal medical skills to describe observed symptoms and drug
reactions as medical concepts. Therefore, there is a growing interest in using machine
learning approaches to enhance extraction of medical concepts from social media
posts. Applications of these methods include pharmacovigilance and drug repurpos-
ing, that focus on extraction of adverse drug reactions (ADRs) and novel drug indica-
tions, respectively [7].

Conditional Random Fields (CRF) [16] have been successfully applied to numer-
ous named entity recognition (NER) tasks including recognition of persons and or-
ganizations [8, 32], opinion aspects [3, 21], opinion expressions [11], and chemical
and medical concepts [12, 18, 20, 23, 34]. In this paper, we apply CRF for the ex-
traction of expressions associated with disease type from social media posts. Disease
type consists of (i) entities that specify the reason for taking the drug (e.g., a specific
disease name or symptoms of a disease), (ii) outcomes that can be attributed to some
action of a drug (e.g., ADRs), and (iii) other findings like patient history. We employ
an annotated corpus named CADEC that consists of 1250 medical forum posts taken
from AskaPatient.com [14], where each post was manually annotated with mentions
of drugs and disease-related entities such as symptoms, ADRs, and clinical findings.
We compare CRF with bidirectional Long Short Memory Network (LSTM) and Gated
Recurrent Units (GRU) [4, 9] and show that CRF is superior to the alternative ap-
proaches. The results of this study suggest that text mining of voluntary patient re-
ports in social media using advanced methods such as CRF could be used as a reliable
approach to identifying relationships between diseases (or medical conditions) and
drug effects.

2. Related Work

Extr wexplore action of opinion targets (also called aspects) and opinion expres-
sions has been pursued by many researchers using frequency-based methods, un-
supervised and supervised methods. Most of the current unsupervised models are
based on modifications of Latent Dirichlet Allocation (LDA) [26, 31]. The former are
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mainly based on Hidden Markov Models [36] and CRF [3, 5, 13]. Recently, bidirec-
tional recurrent neural networks have been shown to outperform CRF on NER tasks
[11, 21]. Irsoy and Cardie [11] applied deep Recurrent Neural Networks (RNNs) to ex-
tract direct or expressive subjective expressions. Three-layer RNN outperforms CRF,
semi-CRF and shallow RNN. Liu et al. [21] applied RNNs for aspect extraction from
datasets about laptops and restaurants. RNNs based on pre-trained word embeddings
outperformed feature-rich CRF-based models. We mark [29, 30] about active learning
and transfer learning as possible directions for future work.

The state-of-the-art models for disease-related information extraction from the
literature in the BioCreative V task are also based on CRF [18, 19, 23, 34, 35]. Com-
monly used features include words, part-of-speech tags, word shape features, syntac-
tic relations, and dictionaries. There was also a report [35] showing that RNNs in the
BioCreative V task achieved lower results than CRF. Li et al. [20] used RNNs on the
BioCreative II GM corpus to extract gene mentions from abstracts. Jagannatha and
Yu [12] applied RNNs to extract entities of disease and medication types in EHRs.
In addition to studying diseases, a lot of attention in recent years turned to the prob-
lem of mining ADRs from social media. One of the first studies on this subject [17]
analyzed user posts regarding six drugs from a health-related social network. Benton
et al. [1] analyzed message boards to detect drug events using dictionaries and co-
occurrence statistics. Freifeld et al. [6] employed a dictionary-based approach to de-
tect mentions of ADRs in tweets. Several studies used CRF to extract the ADRs from
tweets [27, 33].

Most relevant to our work were studies by Metke-Jimenez and Karimi [24]. They
applied dictionary-based methods and CRF to identify ADRs from the CADEC cor-
pus. For CRF features, they used bag of words, letter n-grams, and word shapes (e.g.,
if the token composed of uppercase letters). The CRF outperformed other methods
and achieved F1-measure of 60.2% in exact matching exercise. Our work differs from
the aforementioned reports in several ways: (i) we focus on all disease-related enti-
ties, not only ADRs, since it could be more valuable for finding potentially novel causal
relations among diseases and drugs; (ii) we experiment with not only feature-rich
CRF-based approach but also with bidirectional LSTM and GRU; (iii) we xplore differ-
ent hidden layer sizes of RNNs; (iv) we use word embeddings trained both on social
media and the scientific literature; (v) we analyze the results to explore the variation
in levels of effects across different patient conditions.

3. Approach

We formulate the disease-related entity extraction as a sequence labeling prob-
lem. CRF [16] is one of the state-of-the-art methods that takes a sequence of tokens
as an input, calculates the probabilities of the predefined labels and selects the one
with the maximum probability. We view an opinion as a sequence of tokens and label
these tokens using the BIO (Beginning Inside Outside) tagging scheme. We identify
BIO tags at the document level.
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3.1. Features

We use the following set of features for CRF:

¢ Word (w): the lemmatized word itself;

* Part-of-speech tag (pos): the part-of-speech tag of each word;

* Suffix and Prefix (sp): the suffixes and prefixes of each word up to 6 characters
in length;

* Context (context): three groups of features (x, pos, dict) of two words backward
and two words forward from the current word;

* Word Type (wtype): two binary features that indicate whether a current word
is a negation (no, not or 't) and whether all characters are capitalized;

* Dictionary Look-up (dict): if we a match can be found in the text, we mark the
match using the BIO scheme. For each of three dictionaries, the token has 3 bi-
nary features: is beginning of matched part, is in “tail” of matched part, is out
of matched part;

* Cluster-based representation (b): the vector of each word described below;

* Word embeddings (emb): the real-valued vector of each word described below.
We have made the implementation of CRF available at the github repository*.

3.2. Dictionaries

We use the following dictionaries:

1. Dictionary of terms from the Unified Medical Language System (UMLS)
with six disease-related types (333,905 entries);

2. Manually validated dictionary of terms (D) from UMLS with semantic
types “Finding” and “Mental Process” (6,608 entries);

3. ADR lexicon adopted from [27] (13,676 entries);

4. Manually created dictionary of multiword expressions (D,,,,.) (943 entries);

5. Drug names with synonyms from the Drugbank database? (57,879 entries).

UMLS is a repository of biomedical vocabularies developed by the US National Li-
brary of Medicine. We have used the 2016AA edition of UMLS'. We extracted 562,919
medical terms with synonyms from UMLS with the following semantic types: “Dis-
ease Or Syndrome”, “Neoplastic Process”, “Sign Or Symptom”, “Congenital Abnormal-
ity”, “Mental or Behavioral Dysfunction”, and “Anatomical Abnormality”. We filtered
out entries that were non-English terms, stop-words or body parts. The manually cre-
ated dictionary contains MWEs starting with feel, able or ability such as “feel tired”,
“able to relax”, “ability to move”. In addition to medical terminology, UMLS contains
Consumer Health Vocabulary, where terms have semantic types “Finding” and “Men-
tal Process”. However, we found many non-relevant to diseases terms with these
types (e.g., born in Cuba, parents got divorced). In order to filter non-relevant terms,
we calculated the frequency of each term in the Health Dataset (described below).

b https://github.com/dartrevan/ChemTextMining
2 https://www.drugbank.ca/
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Then we manually selected terms with high frequencies and combined them with syn-
onyms in our dictionary (e.g., drop in blood pressure, breakthrough bleeding, increased
body weight).

3.3. Word representations and Unlabeled Data

We used two types of word representations: (i) cluster-based and (ii) distributed
(also called word embeddings). We collected a large number of 2,607,505 unlabeled
user comments from six resources (this collection is further referred to as the Health
Dataset) to induce the word representations. The resources included webmd.com?,
askapatient.com*, patient.info®, dailystrength.org®, drugs.com’; we also employed
health product reviews from freely available Amazon dataset®. Duplicate texts were
removed. Each comment was processed with the tokenizer and lowercased.

We used the Brown hierarchical clustering algorithm [2]. This algorithm parti-
tioned all words into a set of 150 clusters®. Word embedding models represent each
word using a single real-valued vector. Such representation groups together words
that are semantically and syntactically similar [25]. We used word2vec from Gen-
sim library' to train embeddings on the Health Dataset. We applied Continuous Bag
of Words model with the following parameters: vector size of 200, the length of local
context of 10, negative sampling of 5, vocabulary cutoff of 10. Below, we refer to our
pre-trained vectors as HealthVec (93,526 terms). We also experimented with another
published word vector PubMedVec (2,351,706 terms) trained on biomedical literature
indexed in PubMed [28].

4. Evaluation and Experiments

In this section, we conduct experiments to demonstrate the effectiveness
of our CRF-based approach. We first describe the experimental settings and base-
lines. We compare CRF to the baseline methods and analyze the effect of different
features.

3 http://www.webmd.com

4 http://www.askapatient.com

5 https://www.drugs.com

6 https://dailystrength.org

7 http://patient.info

8 http://jmcauley.ucsd.edu/data/amazon

®  https://github.com/percyliang/brown-cluster

1 https://radimrehurek.com/gensim/
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4.1. Experimental Settings

The implementation of CRF was based on the sklearn-crfsuite library'!. We used
WordNetLemmatizer and maximum entropy tagger from the nltk library'?. Passive
aggressive algorithm was used for updating feature weights to train CRF.

Dataset. We use the CADEC corpus [14] that annotated with Drug and Disease
entities at the sentence level (1250 posts, 7,632 sentences, 101,486 words). The corpus
consists of four predefined disease-related types: ADR (6,318 entities), Disease (283
entities), Symptom (275 entities), Findings (435 entities). Since entities of each type
are highly imbalanced in the corpus, we join them into one Disease type. We also
reduced entities that fully contained in a larger entity of the same type. The total
numbers of Drug and Disease entities were 1,799 and 6,752, respectively. To evaluate
our method, we employed 5-fold cross-validation.

Baseline Methods. We evaluated our model by comparing with two baseline
methods:

1. Aknowledge-based approach that relies on the use of the described diction-

aries and based on the exact lookup.

2. Bidirectional RNNs, in particular, LSTM and GRU [4, 9].

Our implementation of the knowledge-based approach is based on the Apache
UIMA Ruta®®. In order to implement RNNs, we used the Keras library'. The architec-
ture of our networks and parameters are similar to [12]. We used a standard LSTM
or GRU with the tanh activation function on top of the embedding layer. The em-
bedding layer is based on pre-trained word embeddings. Bidirectional RNN has two
independent forward and backward chains and the output layer that combines them.
We use 100-dimensional hidden layer for each RNN chain. Finally, the combination
of RNN chains’ outputs is fed into a fully connected layer with softmax activation.
This layer computes probabilities for each of the Drug and Disease labels and the Out-
side label. In order to prevent neural networks from overfitting, dropout of 0.5 is used
to manage the inputs and the softmax layer. We use categorical cross entropy as the
objective function. The batch size is 32. We use Adam [15] with a learning rate
of 0.01 and a gradient clipping of 5.0 to optimize the cost of our network. We use
a maximum of 70 epochs to train each network.

4.2. Experiments

At the pre-processing step, we performed spell correction'®. We computed recall
(R), precision (P) and F -measure (F) in two variants: (i) exact matching following
CoNLL evaluation [32] and (ii) partial matching described in [22]. We use both Drug

1 https://sklearn-crfsuite.readthedocs.io
12 http://www.nltk.org/

13 https://uima.apache.org/ruta.html

* https://keras.io/

15 http://norvig.com/spell-correct.html
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and Disease entities and do not present results of extraction of drugs since CRF and
RNN extracts 92% of annotations correctly and the NER problem simply does not
present itself. The results of different methods and ablation experiments are shown
in Table 1 and Table 2, respectively.

Table 1: 5-fold cross-validation of the proposed methods

Exact Partial

Method P R F P R F
Dictionary-based approach .503 | .502 | .494 | .836 | .546 | .625
1-layer GRU, HealthVec .661 | .516 |.579 |.786 |.820 |.780
2-layer LSTM, HealthVec .712 | .617 | .661 | .802 | .863 | .809
2-layer GRU, uniformly distributed .554 | .489 | .519 |.740 |.712 | .694
rand. embeddings

2-layer GRU, PubmedVec .669 | .614 | .640 | .818 |.800 | .783
2-layer GRU, HealthVec .719 | .619 | .665 |.795 | .871 | .809
3-layer LSTM, HealthVec .718 | .629 | .670 |.801 |.872 |.812
3-layer GRU, HealthVec .735 | .629 | .678 |.793 | .876 | .811
CREF, all features + HealthVec .702 | .680 | .691 | .852 |.790 |.794

Table 2: 5-fold cross-validation of CRF with different feature groups

Exact Partial
Method P R F P R F
features: w, sp, pos, context, wtype, b, |.702 |.680 |.691 |.852 |.790 |.794
dict, HealthVec
features: w, sp, pos, context, b, dict, .701 | .681 | .690 | .853 |.789 |.794
HealthVec
features: w, sp, pos, context, b, dict, .667 | .682 | .674 | .829 | .815 |.799
PubMedVec
features: w, sp, pos, context, dict, b .667 | .677 | .672 | .828 | .812 |.796
features: w, sp, pos, context, dict .664 | .672 | .668 | .828 | .812 |.797
features: w, sp, pos, context, dict .665 | .667 | .666 | .829 |.804 |.793
(w/oD__ andD,,.)
features: w, sp, pos, context .651 | .631 | .641 | .817 |.778 |.772
features: w, sp, pos .615 | .601 | .608 |.810 |.771 |.764

The results in Table 1 lead to several observations. First, 3-layer GRUs provide
the best results as compared to other networks. Second, CRF achieved the best results
in the exact matching exercise over GRU due to CRF's capability of predicting a valid
sequence of the output labels. Third, F scores of CRF increased from 69.1% to 79.4%
in the partial matching as compared to exact exercise since boundaries of opinion
expressions are hard to define. Finally, we investigated the effectiveness of CRF’s fea-
tures. The dictionaries along with vectors HealthVec based on in-domain texts led
to the most gain in performance of CRF.
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5. Analysis of disease-related entities
associated with distinct conditions

Although medical terminology is limited, there are a large number of language
expressions to describe conditions. To illustrate the variety of phrases which patients
use to describe symptoms or drug reactions, we present a comparative analysis of ex-
tracted expressions for seven health conditions. For our analysis, we used 143,244
reviews from drugs.com, where each review corresponds to a drug and a condition for
treatment. The number of conditions was 558. CRF extracted 684,567 entities from
texts. Then we excluded unigrams and phrases that associated with more than one
condition. To discuss subjective feelings of illness or drug reactions, we manually se-
lected MWESs that contain words “feel”, “felt” or “feeling”. We present some examples
in Table 3.

Table 3. Examples of MWES associated with medical conditions.

Condition | Multiword Expressions

Fibromy- | electric feeling, felt some joint tightness in my neck, sunburn feel
algia from my arms and legs, feeling extremely disoriented, feeling like

I want to sneeze, felt like worms crawling, feeling flare ups of fibro-
myalgia symptoms, feeling of nails being driven through my feet
away, feel groggy and drop off to sleep

Birth felt like I was constantly getting stabbed, feel like [ was gonna pass
control out from the pain, felt like I was being ripped open inside, feel like
having a mini surgery for birth control, felt like my head was go-

ing to explode, feel like a typical bloated boat walking around, feel
like someone has just died, feeling like I was going insane, feels like
my body cannot handle additional hormones in my body

Weight feel “in the mood” to eat anything, no longer feel prisoner to the
loss world of sweets, feeling like I was intoxicated, feel drained sun

up to sun down, feel overweight, feel starved, feel the effects of re-
duced appetite and cravings, not feel out of control eating, feel like
my appetite is suppressed, feeling of a decreased appetite

Anxiety feeling like a deer in the headlights, feel like the room was spinning,
feel like i am losing my grip, felt a tremendous sense of fear, feel
incredibly awkward in social situations, feeling high or disoriented
or mentally clouded, feel slightly less coordinated, feel like the con-
stant dialogue in my head, feel like my heart is beating harder, heart
feels like it’s going to fly out of my chest, feel despair

Panic feel like my emotions are so flat, feel like i am a weak person, feel-
disorder ings of guilt, fog-like feeling, feeling of lethargic/less energy, feel
my heart starting to race, feel depressed/stress/panic/anxiety, feel
hot from the inside of my body, feeling overall hopeless, feel gloomy,
choking throat feeling, feeling like I was suffocating
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Condition | Multiword Expressions

Bipolar feel “zombie-ish”, feel irritable or obsessed over things, feel very an-
disorder gry or depressed, feel genuine happiness, feel positive and optimistic,
feel over whelmed with grief, feel manic or depressive, feels like
something foreign in your body, feels like I have bugs crawling inside
my brain, feels like everything kind of moves

Depression | feel a little emotionally numb, feels like an electrical impulse go-

ing through my head, feel sad or bothered by little things, feeling
“revved” at night, feeling of pressure behind the eyes, feeling like

I wanted to scream, feel like my head is sometimes floating above

my body, feeling of “disconnection” from my emotions

Several observations can be made based on results in Table 3. First, we observe
differences in expressions associated with mental health disorders, i.e. anxiety, panic
disorder, bipolar disorder, depression. Panic disorder affects the emotional health
of a patient (e.g., emotions are so flat, hopeless, emotional numbness), while people
with anxiety experience emotional symptoms related to feelings of fear (e.g, felt
scared, fearful thoughts, distracted by irrational fears). The authors with bipolar dis-
order experience euphoric mood (e.g., feel positive and optimistic, feel genuine happi-
ness), while depressed people feel withdrawn from socializing and hobbies (e.g., loss
of interest in everything). These examples demonstrate that social media posts contain
variable information for NER. Second, women that take birth control pills describe
ADRs such as abnormal pain (e.g., constantly getting stabbed, being ripped open inside,
gonna pass out from the pain) more emotional than patients with fibromyalgia, where
muscle pain and muscle spasms are symptoms of the disease (e.g., muscles feel ex-
tremely “tight”, worms crawling). Third, patients very often don’t know what they are
troubled by and use creative writing. For example, “prisoner to the world of sweets”
is used to rephrase the term “sweet craving”, “a deer in the headlights” describes a feel-
ing of being frozen, “feel like someone has just died” is used to describe depression,
and “constant dialogue in my head” refers to a cognitive process such as rumination.
Therefore, there is a need to create domain-specific dictionaries and map informal
expressions to medical terms. Finally, there are shared problems for all disorders, e.g.
most common ADRs like allergic reactions and rash (e.g., sunburn), drug abuse (e.g,
intoxicated), or lack of control (e.g., out of control eating, “disconnection” from my emo-
tions, prisoner in your body).

Our analysis shows that existing resources can integrate MWEs from social me-
dia posts to increase understanding of experiences of personalized expressive and
explorative writings by patients and create valuable resources for supervised methods
using these unique insights.

6. Conclusion

In this paper, we have explored the task of recognizing opinion expressions in so-
cial media associated with diseases and drugs. We complied and harmonized user
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expressions from multiple resources to create a collection we termed the Health Data-
set. We used Conditional Random Fields (CRF) and implemented a variety of features
based on contextual information, dictionaries, and word representations. We demon-
strated the superiority of CRF as compared to a dictionary-based method and recur-
rent neural networks. We have also demonstrated the variability in emotional level
of expressions depending on the type of patient conditions. Our analysis confirmed
the need for qualitative methods to interpret informal disease-related expressions and
map them onto medical terms. In addition to drug indications and adverse effects,
we also plan to annotate beneficial effects, which could lead to the discovery of pre-
viously unknown drug effects and new drug repurposing hypotheses. Additional
studies are needed to investigate if such effects may be a result of medication usage
in combination with other factors such as life style or food. In future studies, we also
plan to create and manually annotate a corpus of user reviews about medications,
written in Russian. In summary, continuous advancement and improvement in the
accuracy of text mining approaches applied to patient reports in social media will
have plausible impact in several areas including pharmacovigilance (especially, for
new drugs), drug repurposing, and understanding drug effects in the context of other
factors such as concurrent use of other drugs, diet, and life style.
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DETECTING INTENTIONAL LEXICAL
AMBIGUITY IN ENGLISH PUNS
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The article describes a model of automatic analysis of puns, where a word
is intentionally used in two meanings at the same time (the target word).
We employ Roget’s Thesaurus to discover two groups of words, which,
in a pun, form around two abstract bits of meaning (semes). They become
a semantic vector, based on which an SVM classifier learns to recognize
puns, reaching a score 0.73 for F-measure. We apply several rule-based
methods to locate intentionally ambiguous (target) words, based on struc-
tural and semantic criteria. It appears that the structural criterion is more
effective, although it possibly characterizes only the tested dataset. The re-
sults we get correlate with the results of other teams at SemEval-2017 com-
petition (Task 7 Detection and Interpretation of English Puns), considering
effects of using supervised learning models and word statistics.
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1. Concerning puns

Computational humor is a branch of computational linguistics, which developed
fast in the 1990s. Its two main goals are interpretation and generation of all kinds
of humor.! Recently we noticed a new rise of attention to this research area, especially

1 In[Mikhalkova 2010] we gave a brief account of main trends in computational humor up to 2010.
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concerning analysis of short genres like tweets [Davidov et al. 2010; Reyes et al. 2013;
Castro et al. 2016]. Furthermore, a number of tasks at SemEval-2017 (an annual
event, organized by the Association for Computational Linguistics) was about analyz-
ing short funny utterances, like humorous tweets (Task 6: #HashtagWars: Learning
a Sense of Humor) and puns (Task 7: Detection and Interpretation of English Puns).
The following article is an extended review of the algorithm that we used for pun
recognition in SemEval, Task 7.

In [Miller et al. 2015], Tristan Miller and Iryna Gurevych give a comprehensive
account of what has already been done in automatic recognition of puns. They note
that the study of puns mainly focused around phonological and syntactic, rather than
semantic interpretation. At present, the problem of intentional lexical ambiguity
is viewed more as a WSD-task, solving which is not only helpful in detecting humor,
but can also provide new algorithms of sense evaluation for other NLP-systems.

The following terminology is basic in our research of puns. A pun is a) a short hu-
morous genre, where a word or phrase is used intentionally in two meanings, b) a means
of expression, the essence of which is to use a word or phrase so that in the given context
the word or phrase can be understood in two meanings simultaneously. A target word
is a word, used in a pun in two meanings. A homographic pun is a pun that “exploits
distinct meanings of the same written word” [Miller et al. 2015] (these can be mean-
ings of a polysemantic word, or homonyms, including homonymic word forms). A het-
erographic pun is a pun, in which the target word resembles another word or phrase
in spelling; we will call the latter the second target word. More data on classification
of puns and their elaborated examples can be found in [Hempelmann 2004].

(1) Tused to be a banker, but I lost interest.
Ex. 1 (the Banker joke) is a homographic pun; “interest” is the target word.

(2) When the church bought gas for their annual barbecue, proceeds went from the
sacred to the propane.

Ex. 2 (the Church joke) is a heterographic pun; “propane” is the target word,
“profane” is the second target word.

Our model of automatic pun detection is based on the following premise: in a pun,
there are two groups of words and their meanings that indicate the two meanings,
in which the target word or phrase is used. These groups overlap, i.e. contain the same
words, used in different meanings.

In Ex. 1, words and collocations “banker”, “lost interest” point at the professional
status of the narrator and his/her career failure. At the same time, “used to”, “lost in-
terest” tell a story of losing emotional attachment to the profession: the narrator lost
curiosity. We propose an algorithm of homographic pun recognition that discovers
these two groups of words and collocations, based on common semes?, which words
in these groups share. When the groups are found, in homographic puns, the next
step is to state where these groups overlap, and choose which word is the target word.
In case of heterographic puns, the algorithm looks for the word or phrase, which

2 We understand a seme as a minimal bit of meaning.
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is used in one group and not used in the other. The last step in the analysis of hetero-
graphic puns is to calculate the second target word®.

2. Mining semantic fields

We will call a semantic field a group of words and collocations* that share a com-
mon seme. We hold by the opinion that the following reciprocal dependency between
a word and a seme is true: in a bunch of words, the more abstract a seme is, the more
words share it, and vice versa the more there are words that share a seme, the more ab-
stract the seme is. This type of relations between lexical items can be found in taxono-
mies, like WordNet [Fellbaum 1998] and Roget’s Thesaurus [Roget 2006] (further re-
ferred to as Thesaurus). Applying such dictionaries to get the common groups of words
in a pun is, therefore, the task of finding two most general hypernyms in WordNet,
or two relevant Classes among the six Classes in Thesaurus. We chose Thesaurus, as its
structure is not more than five levels deep, Classes labels are not lemmas themselves,
but arbitrary names (we used numbers instead), and it allows parsing on a certain
level and insert corrections. After some experimentation, instead of Classes, we chose
to search for relevant Sections, which are 34 subdivisions® of the six Classes.

(3) Iwasn’toriginally going to get a brain transplant, but then I changed my mind.

Beside its structure, Thesaurus contains many collocations; these are not only multi-
word units, but also aphorisms, proverbs, etc. The collocations have their own position
in Thesaurus, different from the words, which compose them. Preliminary research showed
the importance of collocations, in which target words appear. Sometimes the whole pun
stands on rethinking a stable union of words, like in Ex. 3, “to change one’s mind” becomes
“tochange one’sbrain”. Therefore, when the semantic fieldsin a pun are discovered, it is some-
times crucial that the algorithm also analyzes collocations. In the current implementation,
our program extracts collocations, based on their morphological composition. The following
patterns are used: (verb+particle), (verb+ (determiner/pronoun)®+noun+ ((conjunction/
preposition)+noun)), (verb+adverb), (adverb+participle), (adjective+noun),
(noun+ (conjunction/preposition) +noun). Whenever a pattern appears in a sentence, the
program checks for a collocation in Thesaurus and harvests its meaning.

The algorithm collects Section numbers for every word and collocation and re-
moves duplicates (in Thesaurus homonyms proper can be assigned to different sub-
divisions in the same or different sections), excluding stop words like “to”, “a” etc.
Table 1 illustrates to what sections words in Ex. 1 belong.

3 Inthe current article, we will not consider algorithms we used to assign a Wordnet definition
to a target word. This issue will be addressed in further research.

4 By collocations, we mean “expressions of multiple words which commonly co-occur” [Bird
et al. 2009].

> Sections are notalways immediate subdivisions of a Class. Some Sections are grouped in Divisions.
6 The inside parentheses show that this part of the phrase may be missing; a slash stands for “or”.

7 Stopwords are excluded from semantic analysis, but not from collocation extraction.
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Table 1. Semantic fields in the Banker joke

Word Section No., Section name in Thesaurus
I _
use 24, Volition In General
30, Possessive Relations
to —_
be 0, Existence
19, Results Of Reasoning
a —_—
banker 31, Affections In General
30, Possessive Relations
but —
lose 21, Nature Of Ideas Communicated
26, Results Of Voluntary Action
30, Possessive Relations
19, Results Of Reasoning
interest 30, Possessive Relations
25, Antagonism
24, Volition In General
7, Causation
31, Affections In General
16, Precursory Conditions And Operations
1, Relation

Then the semantic vector of a pun is calculated. Every pun is a vector in a 34 di-
mensional space:

Pi = Pi(S1ir S2is > S340) (@))

The value of every element s,, equals the number of words in a pun, which belong

to a Section S,: L
1

Ski = Z{1|wﬁ €S} k=12..34 i=123.. 2

j=1
For example, the semantic vector of the Banker joke looks as follows:

Pranker = 11,1,0,0,0,0,0,1,0,0,0,0,0,0,0,0,1,0,0,2,0,1,0,0,2,1,1,0,0,0,4,2,0,0}

To test the algorithm, we, first, collected 2,480 puns from different Internet re-
sources and, second, built a corpus of 2,480 random sentences of length 5 to 25 words
from different NLTK [Bird et al. 2009] corpora® plus several hundred aphorisms and
proverbs from different Internet sites. We shuffled and split the sentences into two equal
groups, the first two forming a training set and the other two a test set. The classification
was conducted using different Scikit-learn [Pedregosa et al. 2011] algorithms. In all the
tests, the Scikit-learn algorithm of SVM with the Radial Basis Function (RBF) kernel pro-
duced the highest average F-measure results (7 = Zzens*/randomy 1) addition, its results
are smoother, comparing the difference between precision and recall (which leads to the

8 Mainly Reuters, Web corpus and Gutenberg.
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highest F-measure scores) within the two classes (puns and random sentences), and be-
tween the classes (average scores).

Table 2 illustrates results of different Scikit-learn algorithms, applied in classifi-
cation of puns against two selections of random sentences: the first one (Mixed styles)
is a mixture of Brown, Reuters and Web NLTK corpora, the second one (Belles lettres)
contains sentences from Gutenberg (also NLTK), some proverbs and aphorisms. As the
learning algorithms are widely used in NLP, we provide only their names. Their full
description can be found in Scikit-learn documentation [Pedregosa et al. 2011]. The
results given are a mean of five tests.

Table 2. Tests for pun recognition

Precision Recall F-measure
Method Pun | Notpun | Pun | Notpun | Pun | Notpun
Mixed styles
SVM with linear kernel 0.68 | 0.66 0.63 | 0.71 0.66 | 0.68
SVM with Radial Basis 0.70 | 0.68 0.67 | 0.71 0.68 | 0.70

Function (RBF) kernel

Belles lettres

SVM with linear kernel 0.75 | 0.69 0.65 | 0.78 0.69 | 0.73
SVM with Radial Basis 0.74 | 0.73 0.72 | 0.74 0.73 | 0.74
Function (RBF) kernel

Logistic Regression 0.74 |1 0.70 0.67 | 0.76 0.70 | 0.73

All the algorithms worked better in comparison of puns to literature, proverbs
and aphorisms, the performance increasing by several percent. Moreover, within each
class, SVM with the RBF kernel produced most of the highest results. The reason for
this is most likely caused by the topicality issue: compared to random sentences many
puns tackle similar issues, and even use recurring realias (for example, John Deere,
appearing in 7 different puns). To see how big its influence is, we changed vectors,
sorting numbers in them in a decreasing order, and retested the algorithms. First, the
whole vector was sorted out (First sorting in Table 3); second, the initial vector was
splitinto four parts of sizes 8, 8, 8, 10, and sorting was done within each part’ (Second
sorting in Table 3).

Table 3. Tests for pun recognition: reduced topicality

Precision Recall F-measure

Method Pun | Notpun | Pun | Notpun | Pun | Notpun

First sorting

® The vector of the Banker joke now looks as follows: {1,1,1,0,0,0,0,0 | 0,0,0,0,0,0,0,0 |
2,1,1,0,0,0,0,014,2,2,1,1,0,0,0,0, 0}.
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Precision Recall F-measure
Method Pun | Notpun | Pun | Notpun | Pun | Notpun
SVM with linear kernel 0.57 | 0.56 0.56 | 0.57 0.56 | 0.57
SVM with Radial Basis 0.58 | 0.58 0.57 | 0.59 0.58 | 0.58

Function (RBF) kernel

Second sorting
SVM with linear kernel 0.70 | 0.64 0.57 | 0.75 0.63 | 0.69
SVM with Radial Basis 0.68 | 0.66 0.64 | 0.70 0.66 | 0.68
Function (RBF) kernel

After sorting, the difference between RBF and linear kernel becomes very low,
but RBF is still (and inexplicably) more successful. The first sorting results in 58% suc-
cess on average, when chance classification would produce a 50% result. The difference
in 8% shows the purely structural potential of the algorithm, which, probably, rises from
the curve of the semantic vector (differences among the most representative semantic
fields, the “tail” of less representative fields, etc.). The partitioned sorting increases re-
sults by 10%, although the vector splits into four parts only. Splitting the vector into
three parts results in 1% rise (not reflected in the table), which can be a feature of this
particular dataset, or a more general trend, but this hypothesis requires more research.

The decrease in results shows that topicality is of much influence in pun rec-
ognition, although by definition a pun is not sense biased. This brings us to the idea
that topicality is influential in puns as a humorous genre. Judging from the defini-
tion of a pun, as a means of expression, it can occur in any semantic context. How-
ever, puns, as a humorous genre, must inherit topical trends of humor. Some theories
discuss existence of such trends. For example, R. Mihalcea and C. Strapparava write
of “weak” human moments and targeting “professional communities that are often
associated with amusing situations, such as lawyers, programmers, policemen like”
in one-liners [Mihalcea et al. 2006: 139]. In [Mikhalkova 20091, we studied topical
trends of physical and mental disorders, disorderly behavior, courtship, eating habits,
and some other in comic TV-shows; etc.

3. Hitting the target word

We suggest that in a homographic pun the target word is a word that immedi-
ately belongs to two semantic fields; in a heterographic pun the target word belongs
to at least one discovered semantic field and does not belong to the other. However,
in reality, words in a sentence tend to belong to too many fields, and they create noise
in the search. To reduce influence of noisy fields in the model, we included such a non-
semantic feature as the tendency of the target word to occur closer to the end of a pun
[Miller et al. 2015].

A-group (W,) and B-group (W,) are groups of words in a pun, which belong to the
two semantic fields, sharing the target word. A-group attracts the maximum number
of words in a pun:
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Sai = Max Sy, k=12..34 3)

In the Banker joke s,, = 4, A = 30 (Possessive Relations); words that belong
to this group are ‘use’, ‘lose’, ‘banker’, ‘interest’.
B-group is the second largest group in a pun:

Spi = max(Se\Sa), K =1.2,..,34 “@

In the Banker joke s, = 2. There are three groups of words that have two words
in them: B, = 19, Results Of Reasoning: “be”, “lose”; B, = 24, Volition In General: “use”,
“interest’; B, =31, Affections In General: “banker”, “interest”. Ideally there should
be a group of about three words and collocations, describing a person’s inner state
(“used to be”, “lose”, “interest”), and two words (“lose”, “interest”) in W, are a target
phrase. However, due to the shortage of data about collocations in dictionaries and lim-
itations of the collocation extraction algorithm, W, divides into several smaller groups.
Consequently, to find the target word, we appeal to other word features. In testing
the system on homographic puns, we relied on polysemantic character of words.
If in a joke, there are more than one value of B, W, candidates merge into one, with
duplicates removed, and every word in W, becomes the target word candidate: (c€ W ).
InEx. 1 W, is alist of “be”, “lose”, “use”, “interest”, “banker”; B ={19,24,31}.

Based on the definition of the target word in a homographic pun, words from W,
that are also found in W,, should have a privilege. Therefore, the first value (v ), each

word gets, is the output of the Boolean function:
2, if(ceWy) A(ceWg) (5)
1, I,f(C ¢ WA) A (C € WB)

The second value (vﬁ) is the absolute frequency of a word in Wp, U W, U Wp, (the
union of B, B,, etc., including duplicates:

0el€) = g, W, W) = {

vp(c) = fe(Wp, U Wp, U Wg,)

Together values v_ and v, compose a group of sense criteria. In case of target
word candidates, we multiply them and choose the word with the maximum rate:

2:(Wp) = {c | max(vy x vp)} ©)

The reasons for using plain multiplication in the objective function (6) lie in our
treatment of puns properties. In the algorithm, they are maximization criteria: the
more properties the sentence has and the more represented they are, the more likely
the sentence is a pun. Grounded by maximization criteria, the word with the maxi-
mum rate is, therefore, the best candidate for the target word. In case of a tie, the
algorithm picks up a random candidate.

Another way to locate the target word is to rely on its position in a pun v : the
closer it is to the end, the bigger this value is. If the word occurs several times, the al-
gorithm counts the average of sums of position numbers. The output is again the word
with the maximum value.

Values of the Banker joke are illustrated in Table 4.
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Table 4. Values of the Banker joke

Word form v, v, z, (W) v,

be 1 1 1 4
lose 2 1 2 9
use 2 1 2 2
interest 2 2 4 10
banker 2 1 2 6

As for heterographic puns, the target word is missing in W, (the reader has
to guess the word or phrase, homonymous to the target word). Accordingly, we rely
on the completeness of the union of W, and W,: among the candidates for W, (second
largest groups) such groups are relevant, that form the longest list with W, (duplicates
removed). In Ex. 2 (the Church joke) W, = {‘go’, ‘gas’, ‘annual’, ‘barbecue’, ‘propane’},
and two groups form the largest union with it: W, = {*buy’, ‘proceeds’} + {‘'sacred’,
‘church’}. Every word in W, and W, can be the target word.

Due to sorting conditions, frequencies are of no value here; therefore, the method
uses only the value of position in the sentence v,. The function output is:

2,(WaWp) = {c | max(v,)} 7

Values of the Church joke are illustrated in Table 5.

Table 5. Values of the Church joke

Word form v,

propane 18
annual 8
gas 5
sacred 15
church 3
barbecue 9
g0 12
proceeds 11
buy 4

We tested the suggested algorithms on SemEval Gold data. Table 6 illustrates
percentage of correct guesses within a pun (True Positive results).

SemEval organizers suggested their baselines for this task: selecting 1) a ran-
dom word, 2) the last word in a pun, 3) the word with the biggest number of senses
(the most polysemantic word) [Miller et al. 2017]. We also include their results in the
table.
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Table 6. Test results of target word analysis

Homographic puns | Heterographic puns
Sense-based method, z,(W,) 0.2373 —
Last word method, v, 0.5145 0.3879
SemEval random 0.0846 0.0839
SemEval last word 0.4704 0.5704
SemEval polysemantic word 0.1798 0.0110

Concerning homographic puns, the Last word method appears to be more ef-
fective, compared to SemEval last word, probably, due to the lack of filter for content
words. At the same time, our Sense-based method is more effective than SemEval
polysemantic word.

The Last word solution for heterographic puns turns out to be 18% less effective,
than SemEval baseline (0.39 and 0.57, correspondingly). Testing heterographic puns
with the algorithm for homographic puns brought even lower results. The reason for
it, probably, lies in the method itself, that lacks the sense criterion about the target
word present in one semantic group and absent in the other. This will be the only
significant difference from the solution for homographic puns, beside a special treat-
ment of W,.

4, Results of SemEval-2017

Tables 7 and 8 reflect the top-scoring results of SemEval-2017, Task 7: Detection
and Interpretation of English Puns, given in [Miller et al. 2017], and results of the own
system PunFields (at competition and currently). Table 7 shows results for the class
of puns. Table 8 shows Precision.

Table 7. SemEval pun classification

Homographic puns Heterographic puns

Precision | Recall | F-measure| Precision | Recall | F-measure
Duluth 0.7832 0.8724| 0.8254 0.7399 0.8662| 0.7981
Idiom Savant — — — 0.8704 0.8190| 0.8439
JU_CSE_NLP 0.7251 0.9079| 0.8063 0.7367 0.9402| 0.8261
N-Hance 0.7553 0.9334| 0.8350 0.7725 0.9300| 0.8440
PunFields 0.8019 0.7785| 0.7900 0.7585 0.6326| 0.6898
PunFields, 0.75 0.72 0.73 0.75 0.72 0.73
current result!”

10 Currently, we do not test homographic and heterographic puns separately.
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Table 8. SemEval pun location

Homographic puns Heterographic puns
Idiom Savant 0.6636 0.6845
U-Waterloo 0.6526 0.7973
N-Hance 0.4269 0.6592
PunFields 0.3279 0.3501
PunFields, current result | 0.5145 0.3879

PunFields participated in SemEval-2017, Task 7 in a slightly different form. In pun
classification (Paragraph 2), together with the collection of 2,480 puns, it used the Belles
lettres corpus as a training set. In the present research the training set is twice smaller.
Hence, the difference in results. The current result for pun location (Paragraph 3) is more
valid, due to rethinking of sorting criteria and elimination of minor coding errors.

Generally, PunFields was most successful in pun classification, which can be due
to advantages of supervised learning. Although there were other less successful sys-
tems, also using supervised learning algorithms.

SemEval winning systems in pun classification did not have much in common.
Duluth used several WordNet customizations, some designed by its author T. Pedersen
[Pedersen et al. 2009]. When these customizations disagree, the sentence is classified
as a pun. IdiomSavant is a combination of different methods, including word2vec.
JU_CSE_NLP is a supervised learning classifier, combining a hidden Markov model
and a cyclic dependency network. N-Hance is a heuristic, making use of Pointwise
Mutual Information, calculated for a list of word pairs'!: the algorithm sorts out sen-
tences, where the highest PMI is distinctively higher than its lower neighbor.

Concerning pun location, there were two systems that outperformed SemEval base-
line by nearly 20%: Idiom Savant, described above, and UWaterloo. UWaterloo has 11 cri-
teria to calculate the target word (word frequency, part-of-speech context, etc.), but again
focuses on the second half of a pun. The system description papers have not been released
so far, and it is hard to work out the main factor in the success of these two systems.

It is of interest that the simple approach, suggested by N-Hance, turned out
to be so effective. Unlike other winners, it is not a supervised learning classifier
or a combination of methods, some of which can be supple to tuning into a dataset.
However, it was not as effective in pun location as in classification, and again the
search was done among second elements of the pair with the highest PMI score (the
end of the sentence criterion).

Corollaries

We consider that the results of the present research allow us to state the fol-
lowing: the hypothesis about two semantic fields, underlying in every pun, is rela-
tively true and objective; Roget’s Thesaurus is a credible source in automatic seman-
tic analysis; the semantic nature of puns (and other kinds of metaphorical language

1 PMI measure was calculated on the basis of a Wikipedia corpus.
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issues) can be subject to exact sciences. The suggested algorithm of pun detection
and interpretation is fairly effective, but requires improvement. We tend to think that
PunFields has advantageous prospects in customizing it to WordNet.

The research also objectivizes some fundamental issues in understanding hu-
mor. One of them is topicality bind. There have been many suppositions and sepa-
rately collected facts that humor is not universal, and that it thrives on some topics
better than on other. Our pun classifier supports this trend.

In addition, we would like to stress the importance of phrases in creation of lexi-
cal ambiguity. Even in puns, where only one word is obviously ambiguous, its neigh-
bors can have shades of other possible meanings. In the Banker joke, “lose” in col-
location with “interest” can be antonym to “win, earn” in connection with “money,
benefit”, and to “get, gain” in connection with “curiosity”.

Concerning location of the target word in a pun, competition results show that
the structural “closer to the end” criterion is of great importance and is hard to beat
even as the baseline. This issue has also been discussed in theories of humor: punch-
lines and target words do tend to occur at the end of an utterance.

SemEval competition included one more task: assigning a WordNet definition
to the target word. This task appeared to be the most difficult, and very few systems
beat the baseline results, which also leaves us grounds for further work.
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Our experiment is aimed at evaluating the performance of distributional se-
mantic features in metaphor identification in Russian raw text. We apply two
types of distributional features representing similarity between the meta-
phoric/literal verb and its syntactic or linear context. Our approach is eval-
uated on a dataset of nine Russian verb context, which is made available
to the community. The results show that both sets of similarity features are
useful for metaphor identification, and do not replicate each other, as their
combination systematically improves the performance for individual verb
sense classification, reaching state-of-the-art results for verbal metaphor
identification. A combined verb classification demonstrates that the sug-
gested features effectively generalize over metaphoric usage in different
verbs, shows that linear coherence features perform as well as the com-
bined feature approach. By analyzing the errors we conclude that syntactic
parsing quality is still modest for raw-text metaphor identification in Russian,
and discuss properties of semantic models required for high performance.

Keywords: Metaphor identification, Russian language, distributional se-
mantics, contextual anomaly
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1. Introduction

Metaphor processing has in recent years gained high popularity, both for practi-
cal and fundamental reasons. Not only is it indispensable to account for metaphor
in various language processing tasks, but it is also commonly accepted that metaphor
is a pervasive process in human language and thought (Lakoff and Johnson, 2008),
with numerous effects in cognitive disciplines. There have been various effective ap-
proaches to automatic identification of linguistic metaphor, mostly relying on a con-
sideration that metaphor is a violation of contextual selectional restrictions. Recent
approaches to metaphor identification escape the subjectivity and sparseness of hand-
coded semantic resources by applying distributional semantic models.

We evaluate word-embeddings distributional semantic features in the task
of metaphor identification on a raw text dataset of Russian verbs. Our goal is to as-
sess a range of distributional features in a real-world text processing task. Syntax-
based features presented in previous work are extended and combined with linear
contextual anomaly detection techniques. While preserving the original selectional
restriction violation view on metaphor, in practice we also position it in a range of phe-
nomena characterized by contextual anomaly. Our features reach state-of-the-art per-
formance, proving that distributional semantic features are an important technique
in metaphor detection.

2. Related Work

2.1. Word Meaning Representation in Metaphor Identification

Most of the work on automatic metaphor identification is aimed at uncovering
specific relations between metaphorically used words and their context. The idea
is formulated in its strict version in the selectional restriction approach to metaphor
(Mason, 2004; Shutova, 2010). Methods of analyzing the metaphor-context relations
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make use of two main information sources: symbolic and numeric. Symbolic ap-
proaches apply hand-coded data from external resources such as WordNet, FrameNet,
MetaBank, as features representing word meaning (Martin, 1994; Mason, 2004;
Peters and Peters, 2000; Gedigian et al., 2006; Krishnakumaran and Zhu, 2007;
Shutova, 2010; Klebanov et al., 2016). Numeric approaches usually involve assessing
word meaning on numeric scales representing different aspects of meaning, of which
particularly useful are concreteness, imageability, animateness (Turney et al., 2011;
Gandy et al., 2013; Tsvetkov et al., 2014).

There has been some important work on metaphor identification in Russian,
reaching high performance of up to 0.77-0.85 F1; however, most of it has been fo-
cused on large hand-coded databases or dictionaries (Ovchinnikova et al., 2014;
Mohler et al., 2014; Tsvetkov et al. 2014).

2.2. Distributional Features in Metaphor Identification

Distributional semantic modeling allows to evaluate relations between word
meanings in their entirety, automatically build conceptual domain knowledge, at the
same time overcoming subjectivity and data sparseness characteristic of hand-coded
resources. Authors of (Heintz et al., 2013) have used LDA topic modeling to automati-
cally induce source domains for metaphors in political domain. In (Strzalkowski et al.,
2013) candidates for metaphoric usage are identified by excluding the ’topic chains’
forming the main topical structure of a text. Klebanov et al. (2016) evaluate corpus-
based distributional semantic features against hand-coded resources. Shutova et al.
(2016) have applied word-embeddings to measuring metaphoricity in word pairs.
They classified verb-subject, verb-object and noun-attribute word pairs as metaphor-
ical or literal, based on semantic relatedness measures between the paired words,
achieving best performance among linguistic methods (F1 = 0.71-0.76).

3. Experiment

3.1. Metaphor Annotation

The metaphoric occurrences of verbs were defined in accordance with the Vrije
Universiteit Metaphor Identification Procedure (MIPVU) (Steen et al., 2010). MIPVU
defines the three major types of metaphor-related words: Indirect Metaphor, Possible
Personification, and Direct Metaphor.

Indirect Metaphor is attested when the contextual meaning of a word is not ba-
sic. The basic meaning of a word “is defined as a more concrete, specific, and human-
oriented sense in contemporary language use” (ibid., p. 35).

For example, the basic meaning of ‘B3opBaTh’ — to blow up — is ‘to explode smth,
to destroy smth by an explosion’. The non-basic meanings are:

1. ‘to make a sensational impression on smb, to astonish smb’;

2. ‘to outrage, to scandalize smb’;

3. ‘totrigger a sudden and drastic change’ (Evgenyeva, 1981).
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Thus, Indirect Metaphor in MIPVU covers the cases of conventional lexicalized
metaphor, e.g.:

(1) ‘Obewarus npemvepa ... 83opganu 6nozocgepy.’— Prime Minister’s promises
have ... exploded the blogosphere.

Direct Metaphor is attested when lexical units are used in their direct sense, but they
are “incongruous” with the ‘overall referential and /or topical framework’ of their context,
so their use can be ‘potentially explained by cross-domain mapping’ (ibid., p. 38):

(2) ‘Mot ... mebe ocobyto, ApKyto cyobly gbikpausanu.’— It was an extraordinary
and outstanding destiny that ... we were cutting out for you.

Besides, Direct Metaphor in MIPVU includes the cases of simile; they are termed
as ‘flagged’ metaphor-related words:

(3) CnogHo 6bL 5 Hcenan svikpoums u3 6ymazu meoe nenue! — As if I wanted to cut

your singing out of paper!

MIPVU'’s Possible Personification covers the two types of occurrences: a) when
an argument of a word is expressed metonymically and b) when an argument violates
the selectional preference of a word for animate arguments:

thoroughly ‘combed’ ... the remaining shrubs and trees ...

Indirect and Direct Metaphor, and Possible Personification together constitute
a single class of metaphor-related words forming a binary opposition with non-met-
aphoric occurrences. Our experimental corpus contains Indirect Metaphor and Pos-
sible Metonymic Personification (including examples (1), (4)), while Direct Metaphor
(examples 2,3) and Metaphoric Personification (5) were excluded from the analysis.

Although graphic cues (such as quotation marks) are not distinguished in MIPVU
as signals of metaphor, they definitely serve as supplementary factors that enable an-
notators to identify metaphoric occurrences.

MIPVU, designed to provide an explicit and standardized protocol for metaphor
identification, has shown reliable levels of inter-annotator agreement: Fleiss’ kappa >
0.79 in English and Dutch (Steen et al., 2010), and 0.9 in Russian texts (Badryzlova
etal., 2013).

3.2. Dataset

We experimented with nine Russian polysemous transitive verbs: 6omb6apdupo-
eamb — ’bombardirovat’ — to bombard, ouepmums — ’ochertit’ — to outline, nu-
sums — "pilit’ — to saw, pacnsiiams — raspylyat’ — to diffuse, pazbasasms — 'raz-
bavlyat’— to dilute, 8sikpausams — 'vykraivat’— to cut out, 83opgams — 'vzorvat’ —
to blow up, 838ecums — 'vzvesit’— to weigh, and 3axcueams — zazhigat’ — to ignite.
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The dataset contained 990 full sentences (roughly about 100 sentences per verb), with
an approximately equal number of metaphoric and non-metaphoric occurrences for
each target verb.

The sentences were randomly sampled from RuTenTen, a Russian web corpus ac-
cessed via the Sketch Engine tool?. The sentences were manually annotated as meta-
phoric or non-metaphoric by a native Russian speaker who is a trained linguist®.

Table 1 shows the number of sentences for each verb, and the majority class
occurrence.

Table 1: Dataset summary

Verb Sentences | Majority, %
6omMbapaupoBaTs — bombard 120 55
ouepTuTh — outline 99 53
IWJIUTb — Saw 106 52
pacobuisaTh — diffuse 112 50
pasb6asasaTh — dilute 115 51
BBIKpaMBaTh — cut out 110 53
B30pBaTh — blow up 96 50
B3BECUTb — weigh 133 51
3a)KUraTh — ignite 99 53
All 990 50

3.3. The task of distributional metaphor classification

The goal of the work is to evaluate the performance of distributional semantic
measures in Russian verbal metaphor identification. The task is to distinguish met-
aphoric from literal usage of a verb in raw, full sentence context. To achieve this,
we apply a number of distributional measures characterizing the semantic relations
between the verb and the context.

Our setting is crucially different from the tasks described by Shutova et al.
(2016) and Tsvetkov et al. (2014) in that we process raw contexts of verbs, and not
hand-picked syntactically related word pairs. Another complication of the raw-text
task is that a verb paired with it’s syntactic dependency cannot always be unambigu-
ously resolved in terms of metaphoricity/literacy, unlike the unequivocally annotated
word-pairs in previous work. Consider example (6), where the direct object kxpys —
circle does not resolve the metaphoricity/literacy ambiguity: (6a) is an ambiguous
word pair and can only be resolved by using broader context, as illustrated by (6b, c):

(6a) ouepmums kpye — to outline a circle
(6b) ouepmums kpye ob6s3anHocmetl — to outline a circle of responsibility
(6¢) ouepmums kpye nankoil Ha necke — to outline a circle on the ground with a stick

2 http://www.sketchengine.co.uk/

3 Thedatasetisavailable fordownload athttp://web-corpora.net/~badryzlova/VERB_DATASET/.
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Our task is thus complicated by the following steps necessary for real-world met-
aphor identification in raw text:
* identifying related syntactic arguments;
e overcoming the absence or ambiguity of specific syntactic arguments, or the
parser’s failure to identify them, by using broader context features.

We apply the following distributional features:

¢ aset of syntax-based features presented by Shutova et al. (2016);

* an extension of the syntax-based features to include all the significant depen-
dency types;

* linear topic coherence features proposed by Newman et al. (2010).

We are concerned with the question how well can distributional measures perform
in the real-world task of classifying contextual metaphoricity by applying the available
state-of-the-art morphosyntactic processing and semantic modeling in Russian.

To our knowledge, this is the first work on automatic metaphor identification
in Russian raw text samples by applying distributional techniques without relying
on large-scale hand-crafted resources. It is also the first attempt to apply a Russian
word-embeddings model with various contextual and syntax-based distributional se-
mantic measures to metaphor identification. Our evaluation data is made available
to the community.

3.4. Distributional Semantic Features

Distributional semantic models: Our distributional features are based on word-
embeddings semantic models. We evaluate two pre-trained models presented in (Ku-
tuzov and Andreev, 2015)*:

e RNC: a model trained with the Russian National Corpus texts containing 107M

tokens, dimensionality = 300.

* WikiRNC: a larger model trained with a combined RNC + Russian Wikipedia

dump corpus of 280M tokens, dimensionality = 500.

Both models have been trained using CBOW algorithm and window size 2.

Semantic Similarity (Sim): Semantic similarity features are based on the con-
sideration that metaphor is a Selectional Preference violation, which is effectively
captured as semantic deviance between the metaphoric verb and its main arguments
(Shutova et al., 2016). The assumption is that a verb used in a literal sense belongs
to the same conceptual domain as its immediate arguments, whereas metaphoric verb
usage implies arguments belonging to a different conceptual domain. The semantic
similarity features involve cosine similarity values between the verb and its syntactic
dependencies: npeauk — Subject (Subj), kommi-1 — Direct object (Obj), kommi-2 —
Indirect object (Obj2), counn — Coordinate (Coord), and o6¢ct — Circumstance (Circ).
Syntactic dependencies are identified by MaltParser (Sharov and Nivre, 2011). Se-
mantic similarity features are calculated as follows:

4 Freely available for download at http://ling.go.mail.ru/dsm/en/about#models
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Sim;.q = cos(verb, wyep) @,

where rel is the syntactic relation in {Subj, Obj, Obj2, Coord, Circ}, verb is the
keyword verb, and w,,is the syntactically dependency of the keyword verb in the
current relation.

Linear Semantic Coherence (Coh): Semantic coherence features are evaluated
as the topic coherence measure proposed by (Newman et al., 2010). The intuition
is that a metaphoric verb is semantically deviant from its linear context window, af-
fecting mean semantic similarity between the words in the window in a negative way,
whereas a literally used verb belongs to the same conceptual domain as its context,
making the contextual sub-space denser and adding to mean similarity (Herbelot and
Kochmar, 2016). We apply 3 features representing linear semantic coherence:

1 .
Cohyip = mzwi,w]-ewm Si m(Wi: Wj) (2,
1 .
CohVyiy = length(Win) Zwi,w]-EWin,wi¢verb,wj¢verb Si m(wi; Wj) (3),
COhDiffwin = COhWin - COhVWin @D;

where Sim is the cosine similarity measure in the distributional semantic space;
and Win is the context window consisting of [-x; x] content words (nouns, verbs,
adjectives or adverbs) around the keyword verb.

One the one hand, Coherence features reproduce the conceptual domain similar-
ity information provided by the Sim values, without relying on the syntactic subtleties,
including the syntactic parsing quality. On the other hand, being effectively applied
to lexical error detection (Herbelot and Kochmar, 2016), Coherence features render the
task of metaphor identification as a case of lexical anomaly detection in linear context.

The features are combined to perform binary metaphoricity/literalness classifi-
cation using Support Vector Machine (SVM) classification with linear kernel>. We ap-
plied 3-fold cross-validation in experiments with individual verbs; in the combined
dataset experiment we used 30-fold cross-validation in order to maintain comparable
training/test set volume between all the experiments.

4. Metaphor Identification Results

Metaphor identification results based on Sim and Coh features are presented
in Table 2, with the results for two distributional models following the format
“RNC/WikiRNC result”, and the highest performance for a single verb/combined
verbs highlighted in bold.

5 LinearSVC, as implemented in scikit-learn, (Pedregosa et al., 2011).
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Table 2: Metaphor classification results, accuracy, in %

Sim

Coh+
Verb Subj Obj Subj+O0bj |All Coh Sim
60oMbapAMpOBaTh — 59 /55 |57 /56 |59 /58 59 /58 |63 /55 |68 /58
bombard
ouepTUTh — outline 53 /53 |52 /51 |51 /49 52 /49 |58 /57 |55 /53
MWIUTb — Saw 50 /53 |61 /60 |62 /61 64/65|71/64(74/71

pacmbeuiate — diffuse |51 /54 |44 /71 |43 /71 46 /71 |46 /54 |49 / 68
pasbassaTe — dilute 56 /54 |68 /70 |70 /73 72 /77 [90/83 |90 /93
BBIKpamBaTh — cutout |53 /53 |53 /53 |53 /53 53 /55 |57 /52 |58 /53
B30pBaTh — blow up 59/60 [74/69 |78 /75 77/75 |78 /63 |81/75

B3BeCUTb — weigh 51/50 [48 /48 |47 /47 56 /50 |54 /50 |56 /56
3aKUTaTh — ignite 55/56 [69/70 |71/72 71/72|80/78 |76 /77
All 53 /52 |57 /57 |59 /59 62 /62 |68 /67 |68 /68

Evaluated Sim feature sets include Subj, Obj, their combination, and all five de-
pendency features Subj, Obj, Obj2, Coord, Circ. Coh feature results are illustrated for
context window = 2 (other window sizes have resulted in the same pattern with in-
significant differences). In the joint Coh+Sim classification we apply Coh feature set
combined with the set of all five Sim dependency features. The best classification result
for all the verbs combined reaches 68% Accuracy or F1 = 0.71 for the Metaphor class.

5. Discussion

5.1. Distributional verb representation

The best results for different verbs range from just above the majority baseline
(53%) to very accurate classification (93%). The combined classification performs rea-
sonably high (68%), reaching the level of medium-hard individual verbs: this proves that
the applied features can be generalized over different verbs, reflecting not only individ-
ual peculiarities in verb meanings, but common patterns of metaphoric/literal usage.

It is obvious that the results differ considerably between individual verbs, i.e.
there are certain ’easy’ and ’difficult’ verbs for classification. A range of factors affect
the individual performance:

e The better the verb is represented in the training corpus of the distributional
model, the higher the resulting classification accuracy. Spearman’s r between
verb frequency and the RNC-based joint Sim+Coh (window = 2) classification
results reaches a moderate correlation value of 0.37. Moreover, the two most un-
der-represented verbs occurring less than 200 times in RNC, diffuse and cut out,
have the lowest RNC-based classification performance.

* Qualitative representation of the keyword verbs in the models affects the per-
formance. The verb representation in the distributional models has been manu-
ally analyzed by evaluating the most similar verbs to the keyword verbs. The
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models representing mostly the literal/technical sense of a verb give higher
performance in metaphor classification, than those representing broader, meta-
phoric sense (cf. diffuse: pacnsinsamscs — diffuse(refl), abcopbuposams — ab-
sorb, oxcumcams — liquify, nepenacviiyams — supersaturate (WikiRNC), ynuu-
moxcams — destroy, cocpedomauugams — focus, mobunuzogams — mobilize,
npegpauwams — transform, paszeonsms — scatter (RNQC)).

¢ For most of the verbs, Sim and Coh features both contribute to the result, achiev-
ing higher performance when Sim and Coh are combined. However, as the strict
regularities erode into broader common patterns in the all-verb classification,
fine-grained syntax-based Sim features give no additional advantage over the
linear Coh features.

5.2. Error Analysis
We have classified reasons for wrong classification in the case of Sim Subj+Obj

features. The main error types are presented in Table 3.

Table 3: Error type statistics in Sim Subj+Obj classification results

Verb Sparsity Syntactic Semantic
Total 40 55 5
Combined 48 44 8

Errors are attributed to data sparsity when either Subj or Obj was not represented
in the data, or either of them was not expressed by a noun, making semantic similar-
ity measurement impossible. Classification errors due to failures in syntactic parsing
occurred when the parser incorrectly identified either Subj or Obj, or both of them.
Semantic errors are the errors when both nominal Subj and Obj are present in the data
and correctly parsed, but the wrong classification is due to a failure of the semantic
model or the classifier algorithm.

The most common error in Sim Subj+Obj are errors due to inadequate syntactic
parsing: they explain about 55% of overall errors, ranging from 39 to 73% across the
verbs, or 44% in the combined verb classification. Syntactic errors are followed by er-
rors due to data sparsity which comprise 40-48% of all errors in total.

6. Conclusions and Future Work

We have performed metaphor identification with raw contexts of nine Russian
verbs by applying distributional semantic features based on similarity to the main
arguments and linear coherence. Both feature sets have proven to be useful with con-
siderable performance in the task well above the majority baseline, reaching 63-93%
Accuracy for individual verbs. More importantly, the suggested distributional fea-
tures generalize reasonably well in a combined classification of nine verbs, reaching
68% Accuracy, or F1 = 0.71. The result is comparable to the reported state-of-the-
art results for Russian and reaches that reported for a similar resource-free setting
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(F1 =0.71 for verbal metaphor by Shutova et al. (2016)). We consider the performance
reasonably high, taking into account the raw-text setting of our experiment and the
absence of hand-coded dictionary resources among our features.

One of the main difficulties of the task is the sparsity of main verb arguments,
including genuine absence of arguments in the sentence and failure of the syntactic
parser to identify them; it is effectively overcome by adding linear semantic coherence
features. A high quality distributional semantic representation of a keyword verb for
metaphor identification should reflect primarily the literal meaning of the verb, i.e.
the metaphoric sense should not be too conventionalized in the model.

Distributional semantic features are a useful source of information in metaphor
identification. In future work aimed at high-quality performance of metaphor iden-
tification, other features should be added, including explicit selectional preference
encoding and word-meaning aspects such as concreteness, imageability.

We have shown that algorithms capturing contextual anomaly both in terms
of syntactic pairs and linear context are effective in describing metaphor. As the same
algorithms have been applied to identifying non-compositional constructions (Bukia
etal., 2016) and L2-learner errors (Herbelot and Kochmar, 2016), it is clear that these
phenomena share similar distributional properties with metaphoric usage. However,
it is important in future work to draw a line between the three different phenomena
representing contextual anomaly.
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RHETORICAL STRUCTURE THEORY
AS A FEATURE FOR DECEPTION
DETECTION IN NEWS REPORTS

IN THE RUSSIAN LANGUAGE
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The framework of the Rhetorical Structure Theory (RST) can be used
to reveal the differences between structures of truthful and deceptive (fake)
news. This approach was already used for English. In this paper it is ap-
plied to Russian. Corpus consists of 134 truthful and deceptive news stories
in Russian. Texts annotations contain 33 relation categories. Three data sets
of experimental data were created: with only rhetorical relation categories
(frequencies), with rhetorical relation categories and bigrams of categories,
with rhetorical relation categories and trigrams of categories. Support Vec-
tor Machines and Random Forest Classifier were used for text classification.
The best results we got by using Support Vector Machines with linear kernel
for the first data set (0.65). The model could be used as a preliminary filter
for fake news detection.

Key words: deception detection, Rhetorical Structure Theory, automated
decepted detection, news verification, discourse analysis

1. Introduction

In the contemporary world we deal with the large amount of information that
we get from different and diverse sources: newspapers, institutional and non-insti-
tutional online media, blogs and social media, TV channels and their websites etc.
It is very important to understand the difference between information types and
to evaluate reliability of sources. In news reports, rumours, deceptive information and
deceptive (fake) news can be easily used for manipulation of public opinion, for infor-
mation warfare. This is why new tools for automated deception detection and informa-
tion verification, created for different languages, based on Natural Language Process-
ing methods and models, are required in our society. Now there are no research papers
about automated deception detection for the Russian language. There is also a signifi-
cant lack of linguistics tools for Natural Language Processing which could be helpful
in solving the problem. It seems to be a theoretical and methodological challenge.

2. Literature Review

Written texts are a subject of research for studying deception detection methods,
especially for English. Digital texts, online reviews (Ott et al., 2011; Mukherjee et al.,
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2013), fake social network profiles (Kumar, Reddy, 2012), fake dating profiles (Toma,
Hancock, 2012) etc. were already investigated. The objective of revealing news veri-
fication mechanisms arose rather recently. Fake news may be identified on different
levels. Usually researchers tend to combine different levels, from lexics and semantics
to syntax. Most studies focus on lexics and semantics and some syntax principles; dis-
course and pragmatics have still rarely been considered (Rubin et al., 2015) due to the
complexity of such approach.

On the lexics level researchers can extract some stylistic features (part of speech,
length of words, subjectivity terms etc.) that help to apart tabloid news (they are simi-
lar to fake news) with 0.77 accuracy score (Lex et al., 2010). Numbers, imperatives,
names of media persons can be extracted from news headlines (Clark, 2014); the num-
bers of these keywords can be used as features for classification with Support Vector
Machines or Naive Bayes Classifier (Lary et al., 2010). Some linguistics markers can
be found in lexics and semantics level from the Statement Validity Analysis, the accu-
racy rate reaches 0.74 (Porter and Juille, 1996). Existing psycholinguistics lexicons, for
instance LIWC (Pennebaker and Francis, 1999), can be used in performing binary text
classifications for truthful vs deceptive texts (0.70 accuracy rate) (Mihalcea and Strap-
parava, 1999)—for example, methods can be based on frequency of affective words
or action words from lexicons. As to syntax level, Probability Context Free Grammars
can be used. Text fragments are presented as a set of rewrite rules to describe syntax
structure and produce a parse tree. So we can distinguish rule categories for decep-
tion detection with 0.85-0.91 accuracy (Feng et al., 2012). Syntax analysis is often
combined with other linguistics or network approaches (Rubin et al., 2015a). On prag-
matics level, it is found out that pronouns with antecedents in text are more often used
in fake news* headlines to pay reader’s attention (Blom and Hansen, 2015).

Some studies are focused on creating models that reveal if the described event
accords with the facts or not. In (Sauri and Pustejovsky, 2012) authors represent
a model, which is based on grammatical fact description structures in English and
kindred languages. It has been implemented in De Facto, a factuality profiler for even-
tualities mentioned in text based on lexical types and syntax constructions. The re-
searchers also created FactBank—annotated corpus in English.

There are three types of fake news: serious fabrications, large-scale hoaxes and
humorous fakes (Rubin et al., 2015b). We should also take into consideration the
recent research (Hardalov et al., 2016): it proposes the approach for automatically
distinguishing credible from fake news, based on different features: linguistic (n-
gram), credibility-related (capitalization, punctuation, pronoun use, sentiment po-
larity), and semantic (embeddings and DBPedia data) features. The accuracy is from
0.75 to 0.99 on three different datasets, but, although the approach, based on combin-
ing different levels, is promising, it is hard to compare the results because they are
got mainly on news stories which may be considered as hoaxes and fakes (7038 fake
texts), not as intentiallly fabricated “serious” news (68 fake texts).

Recent research projects are dedicated to discourse differences between decep-
tive (fabricated) and truthful (authentic) news, specifically in terms of their rhetorical
structures and coherence relation patterns (Rubin et al., 2015). Vector space model-
ing application lets predict whether a particular news report is truthful or deceptive
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(0.63 accuracy) for English. Seriously fabricated news stories were chosen for the da-
taset. So rhetorical structures and discourse constituent parts and their coherence re-
lations are already reviewed as possible deception detection markers in English news.
If we review deception detection methods for other languages, in our case for Russian,
we also should keep in mind linguistics and cultural considerations.

RST (Rhetorical Structure Theory) framework (Mann and Thompson, 1988)
is addressed to the discourse level of text. It represents text as an hierarchical tree.
Some parts are more essential (nucleus) than others (satellite). Elementary discourse
units are connected to each other according to relations: elaboration, justify, contrast
etc. The theory pretends to be universal for all languages, therefore we chose it for
our research. It is used in Russian computational linguistics. Nevertheless automated
parser was never worked out specially for the Russian language, it causes constraints
in using RST framework in applications.

Support Vector Machines (SVM) method can be grasped as supervised learning
models for classification tasks in machine learning. In our case, news reports are shown
as vectors in n-dimensional space. A news report is placed in one of two groups, deceptive
or truthful. Random forest is as a learning method operates by constructing a multitude
of decision trees at training time and, in case of classification task, outputting the class.

3. Research Objective

Our hypothesis is that there are significant differences between structures
of truthful news reports and deceptive ones. Our aim is to reveal them using RST rela-
tions as deception detection markers, based on the definite corpus. Firstly, we would
like to find out what the features from the Rhetorical Structure Theopy should look
like: we should detect if RST relation types‘ frequencies, relations’ sequences are im-
portant. Then we shall estimate the impact of these features into the successful de-
tection. We shall classify the texts, based on the RST relations labeling, and we shall
do our best to predict if news reports are truthful or deceptive.

This model can be useful for news verification, in detecting and filtering decep-
tive (fake) news. Especially it is of vital necessity for the Russian language, because
news reports in Russian nowadays often contain deceptive information and deliberate
misinformation, and there is no way how to check it excepting the manual one. Our
research is based on the methodology of the news reports research for the English
language (Rubin et al., 2015), but it also takes into consideration some features of this
research field for Russian.

4, Data Collection

The main difficulty of collecting data set for deception detection is the lack
of sources in Russian that contain verified samples of fake and truthful news. There
are no Factbanks in Russian, there are no objective, impersonal fact checking web-
sites that contain the reports of investigative journalism. Therefore, the only way out
in solving the problem was the reliance on the presented facts, on the factuality. The
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daily manual monitoring of news lasted 11 months (June 2015-April 2016). Online
newspapers in Russian were used as sources. In order to maintain balance we took
texts from different sources: well-known news agencies’ websites, local or topic-based
news portals, online newspapers from different countries (Russia, Ukraine, Arme-
nia etc.). News source mention was not included in corpus text annotations to avoid
subjectivity. Blog texts, social media content, news reports based on opinions (not
on facts) were excluded from the monitoring. So we used news reports about facts and
not analytic journalism stories where different viewpoints are conventional. News
stories were analyzed in retrospect when the factuality was already known. Fake re-
ports were put to negative class (‘0"), truthful reports were put to positive class (‘1’).

For instance, news story about airplane crush which appeared only in one source
and did not fit facts was considered as fake. News story about death of famous person
was condidered as fake after refutation. Airplane accident which was mentioned in di-
verse sources and confirmed with facts was considered as true. Death of famous per-
son which was confirmed in other news sources by this person’s friends and relatives
was considered as true. So we see two news ‘pairs” about definite topics. They can
be not only about the same topic, but about the same event: for example, news story
about the Shengen visa centres closing for Russian citizens was considered as fake be-
cause at the same time we could see the truthful news story about new rules of docu-
ment executions and possible delays.

As to news reports with mutual contradictions, a report was added to fake cases
if we could see the opposite news reports at the same time in different online media:
with some unproven facts and with their refutation which was truthful. It means that
if we saw a fake news story we considered the time when it appeared: if there were
stories with refutation at the same time, we considered that it was an intended fake
and not a journalist's mistake caused by lack of facts.

There are three types of fake news: serious fabrications, large-scale hoaxes, hu-
morous fakes (Rubin et al., 2015b). We analyzed only the first two types, because
we are interested in deceptive news that look similar to truthful news. We suggest:
if only areport is intended as a fake one, its rhetorical structure differs from a truthful
one. That’s why we did not add reports, based on author’s inaccuracy and not on au-
thor’s intention, to our corpus.

Generally, the final data set consists of news reports dedicated to 38 different
topics, with equal number of truthful and deceptive news stories to each topic, and
not more than 12 news reports about the same topic. Each topic was analyzed care-
fully to define a fake partin the case and to avoid subjectivity and biased evaluation.

5. Corpus Details

The corpus contains 134 news reports, with average length 2700 symbols. Aver-
age number of rhetorical relations in text is 17.43. The whole number of rhetorical
relations in corpus is 2340. Clauses were taken as elementary discourse units.

For comparison, the dataset in the paper describing the research on which we base
our research (Rubin et al., 2015) includes 144 news reports. Corpus in the research
about the impact of discourse markers in argument units classification (Eckle-Kohler
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et al., 2015) consists of 88 documents, predominantly news texts. So the corpus size
is conventional for our goals for the initial research on the field of discourse analysis.

There are no discourse parsers for Russian, that‘s why tagging and validation were
made manually. We used UAM CorpusTool for discourse-level annotation. We based the
research on the “classic™ set by Mann and Thompson and added to it the relational cate-
gories from extended sets. News reports usually have a definite template, thus, we used
a relatively small number of different relational categories. We created relation types
Evidence 1 (the source of information, the speaker, is mentioned precisely without hy-
perlink), Evidence 2 (the source is mentioned imprecisely: «<Some experts/media say
that...»), Evidence 3 (the source is mentioned precisely with hyperlink) and Evidence 4,
the most rare one (the source is mentioned with hyperlink, but the information in the
source text does not correspond to the information in the news report). They have the
same structure in text, but we guessed that there could be a difference between truth-
ful and deceptive news. Finally we had 33 relation types: ’Circumstance’, 'Reason’, 'Ev-
idencel’, ’Evidence2’, ’Evidence3‘, ’Evidence4‘, 'Contrast‘, 'Restatement’, 'Disjunction’,
"Unconditional’, ’Sequence’, 'Motivation’, ’Summary‘, ’Comparison’, 'Non-Volitional
Cause’, ’Antithesis‘, "Volitional Cause, 'Non-Volitional Result’, *Joint, ’Elaboration’,
"Background’, ’Solution’, ’Evaluation’, 'Interpretation’, ’Concession‘, 'Means', ’‘Conjunc-
tion’, Volitional Result’, "Justify‘, "Condition’, 'Exemplify, "Otherwise’, ’Purpose'.

6. Inter-annotator Consistency

We faced the following discrepancies during our tagging work: Background/
Sequence/Elaboration; Reason/Unvolitional Cause/Volitional Cause; Purpose/ Un-
volitional Result/Volitional Result; Evaluation/Interpretation; Antithesis/Contrast;
Elaboration/Justify/Restatement in quotations. We prepared guidelines in our tag-
ging manual for these cases.

The assignment of RST relations is often criticized because it could be connected
with the subjectivity of annotators' interpretation: the same text could be annotated
in different ways. We tried to solve this problem by preparing a precise manual for tag-
ging and by developing consensus-building procedures. News topics for coders were
selected randomly, after that coder A analyzed 66 reports, coder B analyzed the re-
maining 68 reports. Truthful and deceptive news reports about the same event were
annotated by the same person. Therefore, if there could be a variance in segmenting
a text into clauses or in tagging a definite rhetorical relation type, similar parts and
mutual quotations in truthful and deceptive texts would be annotated in the same way.

We selected Krippendorff’s unitized alpha as a measure to apply because it suits
if coders have different approaches to segmenting and labeling in definite text se-
quences. After the second step the agreement reached 0.75.

7. Data Analysis

The first experiment allows to define a baseline on the lexics level: we decided
to choose frequency of lemmas from a sentiment lexicon as a feature for each text.
We suggested that it could help identify truthful and deceptive news reports because
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positive and negative opinion words could be considered as affective words and could
replace causation in deceptive texts. We used a list of 5000 sentiment words got from
reviews devoted to various topics (Chetviorkin and Loukachevitch, 2012).

The second experiment was run on three different datasets. RST relation types
frequencies and their collocations are represented as features. The first dataset
(model A) is based on a statistics file which contains data about types of RST relations
and their frequencies for each news report. In fact, we deal here with a ‘bag of rela-
tion types’, disregarding their order. As rhetorical structure is tree-like and not flat,
we added count of bigrams and trigrams of RST types (based on class nltk.util.ngrams
in NLTK 3.0 (Natural Language Toolkit) for Python) for each text in model A to create
model B. Model C also contains model A, but in this case it is combined for each news
report with count of occurences of top 20 bigrams of RST types and top 20 trigrams
of RST types from the whole corpus (here we used module nltk.collocations, thresh-
old not less than 3 occurencies for the whole corpus).

We selected two supervised learning methods for texts classification and machine
learning: Support vector machines (SVMs) and Random Forest, both realized in scikit-
learn library for Python. SVMs were used with linear kernel and with rbf kernel. In both
experiments we used 10-fold cross-validation for estimator performance evaluation.

We also held an additional experiment: the corpus was annotated manually
to compare machine learning results, which are based on RST-features, with hu-
man asessments. 25 participants, aged 20-35, who did not participate in choosing
texts for the coprus or annotating RST relations, marked per e-mail each news report
as truthful/fake one (every participant marked all texts). We did not use online forms,
because these people also gave expert interviews during preliminary qualitative so-
ciological research about fake news perception, and it was convenient to discuss all
issues per e-mail. After that we counted common scores.

8. Statistical Procedures

The results for the first and second experiments are presented in Table 1. We can
evaluate that the classification task is solved better by SVMs (linear kernel) for model
A, without addition of bigrams and trigrams features. The accuracy score is 0.65.
It means that the sequence of RST relations is not so important as the frequencies
of RST relation types. The score can be compared with the predictive power of the
model for English (Rubin et al., 2015) which is 0.63. It is also more than the human
ability score to detect deceptive information (0.54) which was got in different experi-
ments listed in the article (Rubin et al., 2015). The results for our additional experi-
ment with manual tags are got together in Table 2. They can be compared with the
results for English. They show less recall and less precision than the results of auto-
mated deception detection for Russian in our case.

The most significant features which influence on linear SVMs classification for
model A are: Justify’, ‘Evidence3’, ‘Contrast’, ‘Evidencel’, ‘Volitional Cause’, ‘Comparison’.
So we decided correctly to divide ‘Evidence’ into 4 types. Student's t-test to check the sta-
tistical significance of these six features showed that first five ones are significant, about
’Comparison' we cannot state the same with confidence (p-value measure 0.07858).
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‘Volitional Cause’ is one of the most significant features, and this relation type
is more typical for deceptive texts. Probably this could be explained so: authors of fake
news pay more attention to the causation, because they want to explain an event with
the internal logic of their position, without any inconsistencies. ‘Circumstance’ and
‘Elaboration’ are also more typical for deceptive news reports, and they also point
to the logical structure of a text. Herewith, ‘Volitional Cause’ is not the most signifi-
cant feature. Justify’, ‘Evidence3’ and ‘Evidencel’, ‘Contrast’ are more typical for
thuthful texts. Hence, truthful news reports contain more often information with ra-
tional, precise source mention and direct link to it (whereas ‘Evidence2’ is more typi-
cal for fake news, as it contains imprecise source mention). The presence of ‘Contrast’
and ‘Comparison’ among important features can be explained so: truthful news re-
ports in our corpus can be considered as rebuttals of fake news reports, therefore they
refer to them and contain parts of deceptive texts. ‘Contrast’ and ‘Comparison’ could
be used as a link between a deceptive text citation and an explanation why it is a fake.

Table 1. Results for different classifiers

Precision Accuracy Recall F-measure

Support Vector Machines, rbf kernel, 10-fold cross-validation

Baseline 0.38 0.42 0.54 0.42
Model A 0.54 0.53 0.51 0.51
Model B 0.60 0.55 0.52 0.50
Model C 0.65 0.61 0.56 0.57
Support Vector Machines, linear kernel, 10-fold cross-validation
Baseline 0.23 0.37 0.49 0.31
Model A 0.64 0.65 0.65 0.63
Model B 0.64 0.60 0.48 0.53
Model C 0.62 0.59 0.60 0.59
Random Forest Classifier, 10-fold cross-validation
Baseline 0.48 0.48 0.55 0.49
Model A 0.56 0.54 0.45 0.47
Model B 0.60 0.63 0.56 0.56
Model C 0.57 0.55 0.46 0.49

Table 2. Manual (human) asessments for news reports

Precision

Recall

F-measure

Scores for human asessments

0.55

0.46

0.50

9. Discussion

Automated deception detection based on the Rhetorical Structure Theory seems
to be a promising and methodologically challenging research topic, and further measures
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should be taken to find features for deception/truth detection in automated news verifica-
tion model for the Russian language. Our hypothesis is confirmed. The present research
is initial, and the model should be developed and modified, learned and tested on larger
data collections with different topics. In addition, we should use a complex approach and
combine this method with other linguistics and statistical methods. For instance, syntac-
tic level features on top of sequences of discourse relations should be studied. Discourse
markers may be also taken into consideration as separate features. The guidelines for gath-
ering a training corpus of obviously truthful /deceptive news should also be improved.

The extrapolation of the existing model to all possible news reports in Russian, de-
voted to different topics, would be incorrect. But despite this fact, it can already be used
as a preliminary filter for deceptive (fake) news detection. Results of its work should
be double-checked and refined, especially for suspicious instances fact checking.

We tried to take into consideration 'the trees’—hierarchies of RST relation types
in texts and dependences between relation types. This aspect should be studied more
deeply and intensively.

The model is also restricted by the absence of automated discourse parser for
Russian. It is typical for other Natural Language Processing tasks for Russian which
deal with RST.

Finally, the assignment of RST relations to news report could be connected with
the subjectivity of annotators' interpretation. Despite of inter-annotator consistency
measures, this problem exists and could be partly solved by preparing more precise
manuals for tagging and by developing consensus-building procedures.

10. Conclusions

News verification tends to be a very important issue in our actual world, with
its information warfare and propaganda methods. The precision of human deception
detection ability for news reports in the present research in Russian is 0.55.

We collected a corpus (134 news reports, truthful and fake ones). We segmented
the texts manually and applied RST relations tagging to them. As to the experiments,
three dataset models for machine learning were based on features from the Rhetori-
cal Structure Theory. We also used the model based on features from the sentiment
lexicon as a baseline. We applied Support vector machines (SVMs) algorithm (linear
kernel / rbf kernel) and Random Forest to classify the news reports into 2 classes:
truthful/deceptive. The predictive power of the model based simply on frequencies
of RST relation types in texts is the highest one (the sequence of RST relations is not
so important). The classification task is solved better by SVMs (linear kernel) for this
dataset (0.65 accuracy score). Such RST relation types as Justify, Evidence3, Contrast,
Evidencel, Volitional Cause, Comparison produce the most significant features. The
modified model could combine RST relations markers with other deception detection
markers in order to make a better predictive model.
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For many natural language processing tasks (machine translation evaluation,
anaphora resolution, information retrieval, etc.) a corpus of texts annotated
for discourse structure is essential. As for now, there are no such corpora
of written Russian, which stands in the way of developing a range of applica-
tions. This paper presents the first steps of constructing a Rhetorical Struc-
ture Corpus of the Russian language. Main annotation principles are dis-
cussed, as well as the problems that arise and the ways to solve them. Since
annotation consistency is often an issue when texts are manually annotated
for something as subjective as discourse structure, we specifically focus
on the subject of inter-annotator agreement measurement. We also propose
anew set of rhetorical relations (modified from the classic Mann & Thompson
set), which is more suitable for Russian. We aim to use the corpus for experi-
ments on discourse parsing and believe that the corpus will be of great help
to other researchers. The corpus will be made available for public use.

Keywords: rhetorical structure theory, discourse analysis, corpus linguis-
tics, corpus annotation, discourse structure, inter-annotator agreement



Pisarevskaya D. et al.

NMPUHUWUIMbI PASPABOTKHA
ONCKYPCUBHOIO KOPIYCA
PYCCKOIO A3blKA

MucapeBckas A. (dinabpr@gmail.com)?,
AHaHbeBa M. (ananyeva@isa.ru)?,

Ko6oseBa M. (kobozeva@isa.ru)?,
HacepkuH A. (kloudsnuff@gmail.com)?,
Hukudopoea C. (son.nik@mail.ru)?,
Maenoe.a WU. (ispaviovais@gmail.com)?,
WenenoB. A. (alexshelepovi992@gmail.com)?

"MIHCTUTYT CUCTEMHOIO NporpamMmMmmnpoBanng PAH, Mocksa,
Poccug; 2MHCTUTYT crucTemHoro aHanmaa UL 1Y PAH,
MockBa, Poccus; SHIMY BLLS, Mocksa, Poccua

1. Introduction

Discourse analysis is the linguistics level that deals with language units of maxi-
mal size (Kibrik, Podlesskaya, 2009, 26). During discourse analysis the text is often
represented as a hierarchical tree with its parts connected by various rhetorical rela-
tions. Discourse and pragmatics have been considered in Natural Language Process-
ing only in recent years due to the complexity of the approach. Discourse parsing can
be used in a wide range of natural language processing tasks, including machine
translation evaluation, sentiment analysis, information retrieval, text summariza-
tion, information extraction, anaphora resolution, question-answering systems, text
classification, etc.—it gives significant performance gain in all these applications,
as has been shown by a lot of research.

Creation of corpora with discourse structure has become very popular in recent
years because they are then used for developing machine learning algorithms to build
automated systems for discourse parsing and analysis. Discourse parsers already
exist for several languages, most notably for English (RASTA, SPADE, HILDA, CO-
DRA parsers). However, there are no discourse-annotated corpora for written Rus-
sian at the moment, and therefore no possibility of creating an automated discourse
parser, and as long as only manual annotation of texts is possible, discourse analysis
will not be used in any applications for Russian. That is why it is essential to develop
a publicly available discourse-annotated corpus for the Russian language.

In this paper we describe the first steps of building a discourse corpus of Russian:
the annotation procedure, including establishing the appropriate set of discourse re-
lations, the process of measuring the inter-annotator agreement, and various chal-
lenges we faced along the way.
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1.1. Background

There are different approaches to discourse analysis. In Rhetorical Structure The-
ory (RST) discourse structure amounts to a non-projective tree. Penn Discourse Tree-
bank (PDTB) style is connective-led (PDTB (Webber et al., 2016), TurkishDB (Zeyrek
et al., 2013), etc.) or punctuation-led (Chinese Discourse TreeBank (Zhou, Xue, 2015))
and is not presented in a tree form. Models based on cohesive relations (Halliday, Hasan
1976) are also not tree-like. We decided to choose RST to take into consideration not
only cohesive markers and discourse cues, but also discourse structure of texts. It is im-
portant, for example, for coreference resolution in English—sometimes the most crucial
for it is the rhetorical distance and not the linear one, cf. (Loukachevitch et al. 2011).

Therefore, for our corpus we adopt the RST framework (Mann, Thompson, 1988).
It represents text as a hierarchy of elementary discourse units (EDUs) and describes
relations between them and between bigger parts of text. Some EDUs are more essen-
tial and carry more important information (nucleus) than others (satellite). There are
two rhetorical relation types: nucleus-satellite and multinuclear. While the first type
connects a nucleus and a satellite, the latter includes EDUs that are equally important
in the analysed discourse. The set of rhetorical relations can vary; it can include, for
instance, such relations as Elaboration, Justify, Contrast, Antithesis, Volitional Result,
etc. The rhetorical structure theory claims to be applicable to all languages.

In our work we take into account the existing experience of constructing discourse
corpora. There are many RST-annotated corpora of different languages. The most well-
known one is the RST Discourse Treebank (Carlson et al., 2003)—an English-language
corpus of Wall Street Journal articles (385 articles—176,383 tokens). It is the biggest
discourse corpus with a detailed manual. Potsdam Commentary Corpus (Stede, Neu-
mann, 2014) [http://corpus.iingen.unam.mx/rst/manual_en.html] is a German-lan-
guage corpus that consists of newspaper materials (175 articles—32,000 tokens). Cor-
pusTCC (Pardo et al., 2004) is a corpus of Brazilian Portuguese. It includes 100 intro-
ductions (53,000 tokens) to PhD theses. Well-developed are also corpora for other lan-
guages: Dutch—Dutch RUG Corpus (van der Vliet et al., 2011), Basque—RST Basque
Treebank (Iruskieta et al., 2013), Chinese and Spanish—Chinese/Spanish Treebank
as a parallel corpus (Cao et al., 2016), etc. Different sets of rhetorical relations have
been created based on the “classic set” (Mann, Thomspon, 1988). For instance, the RST
Discourse Treebank makes use of 88 relation types (53 nucleus-satellite and 25 mul-
tinuclear relations), the Potsdam Commentary Corpus is based on 31 relation types.

The only existing discourse corpus project for Russian is TED-Multilingual Dis-
course Treebank. This project contains a parallel corpus of TED talks transcripts for
6 languages, including Russian (along with English, Turkish, European Portuguese,
Polish, and German). However, it is based on the principles of the Penn Discourse
Treebank annotations framework—discourse connectives as discourse-level predi-
cates with a binary argument structure at a local level (Prasad et al., 2007; Zeyrek
etal., 2013)—and not on the RST framework. Besides, this recent effort is still in prog-
ress and is not publicly available yet.

The foundation for the project of the Discourse-annotated corpus of Russian was
laid by the following works of the research team of the Institute for Systems Analysis,
FRC CSC RAS (Ananyeva, Kobozeva, 2016 [1, 2]).
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2. Rhetorical Structure Corpus for the Russian Language

The Discourse-annotated corpus of Russian will include texts of different genres
(science, popular science, news stories, and analytic journalism). The development
of the corpus will be continued for 3 years, during which time we are going to an-
notate more than 100,000 tokens. The corpus will be available for public use. The
user will be able to view annotated texts (represented as discourse trees), search for
specific relations (or sequences thereof) and word forms, download the annotated
texts in XML format.

2.1. Annotation Principles

After conducting extensive research on discourse corpora of other languages,
we have developed a detailed annotation manual. As a tool for annotation we have cho-
sen an open-source tool called rstWeb [https://corpling.uis.georgetown.edu/rstweb/
info/], which allows to edit a set of relations and change other features if needed.

International experience of discourse annotation demonstrates that due to gram-
matical differences between languages, an adaptation of the classic RS theory is nec-
essary for almost all of them. That is why in our project we will, among other things,
aim to specify the concept of a discourse unit and the set of rhetorical relations for
Russian.

Firstly, we have established a preliminary notion of an elementary discourse unit,
which, from a syntactic point of view, we take to be roughly equivalent to a clause
(similarly to the classic Mann & Thompson approach). However, there are several no-
table exceptions, such as nominalization constructions with prepositions like dzs ‘for’
and us-3a ‘because of’ being classified as an EDU and relative clauses with restrictive
semantics not being classified as one.

Secondly, we have discussed main annotation principles and created a detailed
manual to guide the annotators. It included description of the following 22 relations,
which were based on the “classic set” with the specific features of news and scientific
texts in Russian taken into account.

* 16 nucleus-satellite (mononuclear) relations: Background, Cause (with subtypes:
Volitional Cause and Non-volitional Cause), Evidence, Effect (with subtypes: Vo-
litional Effect and Non-volitional Effect), Condition, Purpose, Concession, Prepa-
ration, Conclusion, Elaboration, Antithesis, Solutionhood, Motivation, Evalua-
tion, Attribution (with subtypes: Attributionl (precise source specification) and
Attribution2 (imprecise source specification)), Interpretation.

e 6 multinuclear relations: Contrast, Restatement, Sequence, Joint, Comparison,
Same-unit.

We decided to add Preparation and Conclusion to the set due to the genre prop-
erties of scientific and analytic texts. We divided Attribution into two subtypes due
to the differing level of precision of specifying the information source in news stories.

There are two strategies of annotators’ work in RST analysis (Carlson et al.,
2003). An annotator could apply relations to the segments sequentially, from one seg-
ment to another, connecting the current node to the previous node (left-to-right). This
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method is suitable for short texts, such as news reports, but even in such texts there
is a risk of overlooking important relations. The other method is more flexible: the
annotator segments multiple units simultaneously, then builds discourse sub-trees for
each segment, links nearby segments and builds firstly larger subtrees and after that
the final tree, linking key parts of the discourse structure (top-down and bottom-up).
It is more suitable for big texts. We chose the second method of tagging since it is more
intuitive and easier for the annotator.

For the first 3 texts annotators used the set of discourse relations specified above.
The texts were of approximately the same length (34, 26 and 38 sentences respec-
tively). All of them were short news articles. The annotators followed the initial guide-
lines while annotating pilot texts: they segmented the texts and assigned RST rela-
tions to the resulting segments. During subsequent discussion it has become clear that
this set of relations was not quite convenient for the annotation since some of the rela-
tions were extremely hard to differentiate between. Moreover, we have realized that
adopting a “classic set” requires further modifications as some relations are probably
more obvious and therefore more common in English than in the Russian language.

2.2. Inter-annotator agreement measurement

One of the main problems with RST tagging is the subjectivity of annotators’ inter-
pretation: the same text can be annotated in very different ways (Artstein, Poesio, 2008).
However, a simple discussion is not enough to establish the level of inter-annotator agree-
ment (IAA). It must be measured quantitatively using a valid and reliable statistic.

Much like in other discourse analysis tasks (Miltsakaki et al., 2004; Eckle-Kohler,
2015), we faced certain challenges with inter-annotator consistency computation. Al-
though the rules of splitting text into EDUs are relatively straightforward, the result-
ing segmentation is rarely the same for any text segmented by different people. That
is why, for example, the Cohen’s kappa coefficient is not suitable in our case. The token-
based Fleiss’ kappa is also not applicable as we deal with units that consist of several
tokens. We have finally selected Krippendorff’s unitized alpha as a statistic to measure
inter-annotator agreement. It operates on whole annotation spans instead of isolated
tokens, it can be calculated for any number of annotators, it can be applied to sparse
data, and it can process features of different types, including nominal features in our
case. As splitting text into EDUs and labeling relations are two separate tasks, the
inter-annotator agreement can be measured separately as well. However, Krippen-
dorff’s unitized alpha can (and will in our case) be used for both measurements.

The corpus size used for inter-annotator consistency calculation varies from one
project to another. Usually it covers about 30 units (Lacy, Riffe, 1996), but we decided
to take texts that contain more units so we could check if relation types in the manual
are suitable for further work. The total number of EDUs was approximately 190.

The RST tagging by means of rstWeb tool, which is used by annotators, is done
in the browser (see Fig. 2), but the system allows to export the result file as an xml-
document, which has the following structure:
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<rst>
<header>
<relationss
<rel nome="antithesis" type="rst" />
<rel nome="attributionl" type="rst" />
<rel nome="attribution2” type="rst" />
<rel name="background" type="rst" />
<rel name="comparison" type="multinuc" />
<rel nome="contrast" type="multinuc" />
</relations>
</header>
<body>
<segment parent="53" relname="same-unit">Npe3anaeHT TyHMca 3uH ane-ABUOMH GeH Anu,</segments
<segment " parent="5@" relname="span">ynpasnasu4i cTpavoi 23 rogja,</segment>
<segment " parent="52" relname="comparison">6exan.</segment>
<segment " porent="54" relname="span">0H nokuHyn TyHuc,</segment>
<segment 1 " porent="4" relname="elaboration">rne GywywT camble MOCCOBbE 30 NECATWUNETWA NPOTECTH.</segments>
<segment 1d="6" parent="5" relname="interpretation">THCAYM TYHWCUEE BLIWAW HQ YNWUE.</sSegments
"SQ" type="span" parent="1" relname="elaboration"/>
2" type="multinuc" parent="53" relname="same-unit"/>
<group 1d="53" type="multinuc" parent="54" relname="preparation"/>
</body>
</rst>
Fig. 1. XML structure of an annotated file
( preparation 3)
®130® ®a60@
i = elaboration interpretation
ﬂm D) V[y—\ ~Cerpreraton,
®10 ©220 ©330 ®4@ ®5 @ ®6®
MpeanaeHT OH noknHyn rae 6ywyot TeicA4M
TyHI/ICﬂ 3vH anb- TyHMC, camMble MaccoBble TYHWUCLIEB BbIlLTA
A6uauH 6eH Anum, ®20® ®3@® 3a IeCATUNEeTUA Ha ynuupl.
npoTecTbl.
ynpaBnABLWMAA 6exxarn.

cTpaHoii 23 roga,
Fig. 2. Annotation in the browser

All the relations used in the scheme are listed in the header of the xml-document.

Each EDU tag includes two ids and a relation type, where “segment id” stands for
the id of the EDU, “parent”—for the id of the nucleus in case it is a nucleus-satellite
relation and “relname”—for the type of the relation. If the relation is multinuclear, “seg-
ment” and “parent” ids both represent the ids of equal by discourse importance EDUs.
If the relation type is specified as “span”, the EDU is included in a bigger discourse group
which is assigned a new id (i.e. the EDUs 4-6 form a bigger group of relations and the
EDU 4 as the main nucleus in this group is marked to have a parent with id 54 which is au-
tomatically assigned to this group: <segment id="4" parent="54" relname="span">).

Calculation of the IAA coefficient was implemented in Python. Xmltodict 0.10.2 pack-
age was used to read and to convert the XML-object of the marked-up text to the Python
dictionary. The code used for IAA calculation can be accessed via GitHub [https://github.
com/nasedkinav/rst_corpus_rus/blob/master/krippendorffs_alpha.py].
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Since the ids of segments and groups may differ in the texts annotated by differ-
ent people, we have decided to use concatenated text spans to uniquely identify the
selected relations since it is the only reliable data between distinct annotations. This
format has the additional advantage because it allows to locate identical relations
in different parts of text in case of different EDU fragmentation.

During the first iteration of the particular annotator’s markup processing, each
of the relations trees is traversed in such a way that each node is associated with an or-
dered by id set of segments of the text, dominated by the node. The "span" relations
were not counted during the IAA measurement since this relation plays a structural
role in annotation and has no actual meaning. After that, the index of the form {key:
value} was produced for all the relations, where the value is the type of the relation,
and the key is represented as a string:

¢ formononuclear relations: “nuclear: <nuclear_text>, satellite: <satellite_text>"
¢ for multinuclear relations: “multinuclear: <multinuclear_text>",

where <nuclear_text>, <satellite_text> and <multinuclear_text> are replaced by cor-
respondent parts of the text. After performing this procedure for each of the annotators,
the obtained indices are combined by key <key>, and the list of all the values of the
relation, marked by each annotator, is assigned to it. Length of the list can be lower than
the number of the annotators when the relation is absent in somebody’s markup.
According to (Krippendorff, 2013) we then build the reliability data matrix:

key, key, key, keyy
0b5‘1 1JLJ-ZI’Lekeyi,obsl 17alu-eke‘yz,obsl valuekeyu,obsl Ualuekey,v,ob51
obs, valueyey, obs, | Valuerey, obs, valueyey, obs, valueyey, obs,
Obsm valuekeyl,absm valuekeyz,obsm Ualuekeyu,obsm valueke‘y”,obsm
Number of
coders my m, my, my
marked key,

where key  serves as encoding unit and obs, stands for particular annotator. Using this
matrix, the coincidence matrix within units is calculated (Krippendorff, 2013):

1 ... k
1049 |- |0 |- ny
c 0C1 con OCk n(; =Z Ock
k
ng ... Ny n=z Z Ock
c k

where k, ¢ are concrete relation types and

number of ¢ — k pairs in unit key,
0= ),

m, —1
u
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where u is the encoded unit (key ), m, is the number of annotators who have marked
up this unit.
The final calculation of the coefficient can be done in the following way:

&_Ao_Ae _ (n_l)ZcOcc_chc(nc_l)

Onominal D, 1-A4, nn—1)— Zc ne (ne — 1)

Fig. 3. Coefficient calculation

We have measured the IAA coefficient for each of three texts and the coeffi-
cients for the texts were 0.2792, 0.3173 and 0.4965 respectively. We suppose the
third text has the higher IAA coefficient due to the easier and more obvious discourse
structure.

The acceptable level of Krippendorff’s unitized alpha coefficient for our task
would be approximately 0.8 and our results for every text were much lower.

2.3. Initial tree’s modification

We have decided to reduce the set of RST relations used for annotation in order
to reach the higher IAA coefficient and to minimize the subjectivity of the annotation.

One of the main reasons to exclude particular relations was their high specific-
ity and low frequency of their usage during annotation. Although presence of such
relations would not radically affect IAA, reducing the relations’ set would make the
annotation task easier, and at the same time we would not lose much if we got rid
of highly specific and rare relations. If there was always a possibility of replacing some
relation with another, more common one, without a great loss in semantic adequacy,
it was considered to be an argument in favor of excluding it. The changes that we have
accepted after a thorough analysis and much discussion are listed below.

We have decided to exclude from the set of relations

* Motivation, since it is very specific and therefore extremely rare: it was used only
2 times in these three texts (approx. 190 EDUs).

* Antithesis (nucleus-satellite relation), since the only difference between Antith-
esis and Contrast (multinuclear relation) is that in Antithesis one part should
be more important than the other. None of the annotators could establish the
relative importance of EDUs in such cases.

* Volitional and Non-Volitional subtypes of Cause and Effect, since in many cases
it was impossible to determine whether the actions were intentional or not. How-
ever, this distinction might be important for some of the tasks the corpus will
be needed for. Those who will use the corpus for this kind of tasks will have
the opportunity to substitute Cause/Effect relation with Volitional Cause/Effect
or Non-volitional Cause/Effect themselves (as the annotated texts will be avail-
able for downloading in an easily changeable XML format).

e Conclusion, because it is quite rare and can be considered a subtype of Restate-
ment, which we decided to use for contexts when the Conclusion relation could
be possible.
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We have combined in one relation

* Cause and Effect, since the difference between the two lies in determining the
nucleus, which is cause in the Cause relation and effect in the Effect relation.
Thus, the annotator has to conclude what is more important in two given EDUs:
the cause or the effect, which is very subjective.

* Interpretation and Evaluation, since the difference between these relations
is very subtle and in order to distinguish between them, one has to determine
the degree of objectivity of the evaluation, and that is again very subjective.

* Attributionl and Attribution2, since the level of precision required for Attribu-
tion1 is often unstable and unclear.

All of the above has resulted in a new RST relations tree. The set of relations
in Fig. 4 is final and will be used during the rest of the annotation process:

1. Coherence
1.1. Background
1.2. Elaboration
1.3. Restatement
1.4. Interpretation - Evaluation
1.5. Preparation
1.6. Solutionhood
2. Casual-argumentative
2.1. Contrastive
2.1.1. Concession
2.1.2. Contrast
2.2, Causal

22.1. Purpose
222, Evidence
223, Cause-Effect
2.3. Condition
3. Structural
3.1. Sequence
3.2. Joint
3.3. Same-umt
3.4 Comparison
4. Attribution
4 1. Attribution

Fig. 4. Final set of relations

After modifying the set of discourse relations, three new texts were annotated
and the IAA was measured again. The texts were, respectively, 37, 44 and 28 sen-
tences long and all of them were short news articles, same as during the previous IAA
measurement. The new IAA coefficients were 0.7768, 0.691 and 0.7615 respectively,
which indicates a big leap in the annotation quality. These three texts, annotated
in XML format, are available at [https://github.com/nasedkinav/rst_corpus_rus]
along with other texts annotated so far. The web interface for the corpus will be cre-
ated as soon as the appropriate number of texts (and tokens) is reached.
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3. Conclusion

By establishing a reliable set of discourse relations we have formed a sound basis
for further work. The two iterations of IAA measurement let us believe that using the
final relation list will lead to a less biased annotation from now on, which is very impor-
tant because of the well-known subjectivity of the discourse relations’ understanding.

During the rest of the project every text will be annotated by one person and
then checked but not annotated by another one. We plan to measure IAA regularly
to ensure that the agreement level remains high enough.

After annotating approximately one hundred texts, we plan to conduct several
experiments regarding automatic EDUs and discourse relations recognition. Auto-
matic rhetorical structure analysis often relies heavily on determining linguistic dis-
course markers—connectors that join clauses and sentences into an interconnected
piece of text. That is why during the annotation we will also fixate and analyze these
markers in order to identify particular words and constructions that indicate dis-
course relations.
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Presented in this report are the initial findings of automatic bridging
anaphora recognition and resolution for the Russian language. For a resolu-
tion of F-measure = 0.65 we use a manually-annotated bridging corpus and
machine-learning techniques to develop a classifier to predict bridging ana-
phors, bridging anchors, and bridging pairs. In addition to this, we discuss the
features used for the classifier and discuss the importance of each feature.
Experimental results show that our classifier works well, however, potential
improvements can be made, these improvements will be explored.

Key words: bridging anaphora, bridging anaphora recognition, bridging
anaphora resolution
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HA MATEPUAJIE PYCCKOI'O A3bIKA
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TMMIMB PAH—dunnan UMM nm. M. B. Kenabiwa PAH),
MywwnHo, Poccus; 2Lkona nunrsmucTtukmn HAY BLIS

B cTtatbe npeactasneHbl NepBble pe3yfbTaTbl aBTOMATUYeCKOro pacrnos-
HaBaHWs 6puaXuHr-aHadopbl A5 Pycckoro sisbika. [ns pacno3HaBaHUs
aHadopbl F-mepa paBHa 0,65. PacnosHaBaHue 6puaxunHr-aHapopbl nNpo-
BOAMIIOCb C MPUMEHEHNEM METOL0B MAaLUMHHOIo 06yyeHus. [1ns obydeHns
Knaccudurkaropa Mbl UICNONb30BAIN KOPMYC KOPOTKMX HOBOCTHbLIX TEKCTOB
Ha PYCCKOM $13blke C PY4YHOIW pa3meTkoi BpuaxunHr-aHadpopsl. B naHHoM
paboTe 06cyxaaloTcs Habopbl MPU3HAKOB, KOTOPbLIE NCMONb30BaNUCh ANs
00yyeHus, a TakXe 3Ha4YMMOCTb KaXk40ro 13 npru3Hakos.

Kniouesble cnoea: 6puaxuHr-aHadopa, pacrno3HaBaHne 6puaxXnHr-aHa-
dopbl, paspeLueHne 6puaxnHr-aHagpopbl

1. Introduction

Bridging anaphora, cover a broad class of semantic and discourse relations and
play an important role in text cohesion. Therefore, bridging anaphora recognition and
resolution is of vital importance for a variety of different NLP tasks.
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Thus far, automatic bridging anaphora resolution has been in its early stages of de-
velopment. Previous studies on bridging resolution include: [Poesio et al. 2004, Fan
et al 2005] which uses a semantic approach to bridging resolution, they restrict bridg-
ing relations to several semantic relations, like part-of, set-subset etc. [How et al. 2013;
Sasano 2009] considers using probabilistic methods, finally, in the last paper, bridging
anaphora is resolved just as zero anaphora is. We too use a probabilistic approach for
bridging anaphora recognition and resolution. Currently, there are no previous studies
on bridging anaphora for the Russian language; our goal is to bridge this gap.

Following [Clark 1975], we define bridging as all anaphoric relations between
non-coreferential entities. Clarks definition is very general; all the works on bridg-
ing anaphora narrow this definition in some way. For example; [Liingen 2008; Poesio
2004] restrict bridging-anaphora semantically, [Hou et al. 2013 ] restricts all bridging
expressions to noun phrases etc.

We apply a completely new syntactic type of restriction to bridging cases (See 2.1).
Our non-semantic restriction approach is attributed to the fact that we don’t apply Word-
Net or a similar resource for bridging resolution, as distinguished from [Poesio et al. 2004]
for example. Unfortunately, there is no such resource as English WordNet for Russian.

The paper is set out as follows: In Section 2.1 we describe our syntactic-oriented
approach—Genitive Bridging; Section 2.2 details the training and testing corpus
used throughout the paper—RuGenBridge, Section 3 explores our machine-learning
experiments, first describing in general terms the machine learning procedure (3.1),
then going on to list the learning features for bridging elements (3.2.1), bridging an-
chors (3.2.2) and bridging pairs (3.2.3). In Section 4 we present the results and dis-
cuss the advantage of our methods and explore future directions of research.

2. Data collection and Preparation

2.1. Genitive Bridging

We applied a specific syntactic-oriented approach to bridging anaphora called
‘genitive bridging’. We capture the bridging relation in cases where the anchor NP and
the bridging-anaphor NP are: 1) anaphorically linked and 2) the heads of anaphori-
cally linked NPs can form a grammatical genitive construction. The bridging anaphor
is the head of genitive construction and the anchor a genitive dependence.

(1) Tam stoyal gruzovik s naklejkami na kabine.
‘There was a huge truck with stickers on the cab’

Example 1: kabina—gruzovik [cab—truck] is a case of genitive bridging: 1) the
entities are anaphorically linked; the cab of the truck was mentioned in the previous
sentence; 2) at the same time kabina gruzovika [cab truck.Gen] ‘cabin of the truck’
is a grammatical genitive construction in Russian. So, in such a case, we annotate
with genitive bridging: cab — truck.

We don’t restrict bridging relations to some semantic relations. However our obser-
vations show that most of the genitive bridging pairs are as follows: 1) part-of relations,
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as in the example above; 2) political positions—geographic name: president—USA; po-
sition—organization: principal—school; 3) something located somewhere: schools—
Moscow; 4) object—its possessor: flat—landlord; 5) expressions with names of mea-
sures: oil—barrel); 6) collocations, mostly deverbative nouns: rates—increase, rob-
bery—bank. For further details see [Roitberg, Nedoluzhko 2016]

Note that; among the features used for bridging recognition in [Poesio 2004-B]
there is one that can be described in the following way: two expressions are more
likely linked to a bridging relation if they frequently appear in syntactic construction
X of Y. To evaluate it, one must investigate several potential google queries of the form
“the NBD of the NPA”, where NBD is a head noun of bridging description and NPA
is a head noun of a potential bridging antecedent. X of Y is a standard translation for
Russian genitive construction X + Y.Gen.

2.2.RuGenBridge Corpus

To train and test our bridging-recognition system, we annotated the Russian
corpus, highlighting the genitive bridging—RuGenBridge. It consisted of short news
texts (up to 10 sentences) from internet news sources. Currently, we have annotated
339 texts or 61,076 tokens, and have tagged 609 genitive bridging pairs.

Segments of speech and syntactical links were annotated automatically by FreeL.-
ingl and MaltParser2 [Nivre et al 2006] respectively. Bridging relations were anno-
tated manually using BRAT3 tool.

The first part of the corpus (190 texts) was manually annotated by two annotators,
with the agreed F-measure = 0.7. The remainder of the text was annotated by 1 annotator.

We annotated genetive bridging relations and coreferential chains for bridging
anaphors and anchors. See Example 2.

(2) Posle vogvrasheniya iz [rana on rassakazal o poezdke v etu stranu. «V [rane ochen’
gostepriimnyj narod»
After his returning from Iran, he told about the journey to this country. «In Iran
there are very welcoming people»’

In Example 2 we annotated the bridging link narod — Iran (‘people — Iran’)
and the coreferential chain [ran—strana—Iran ‘Iran—country—Iran’. We postulate
bridging relations between the bridging anaphor and the whole anchor’s coreferential
chain, as in the Prague Dependency Bank [Poldkova 2013]. We consider two annota-
tions as equal if their bridging anaphors are identical and their anchors belong to the
same coreferential chains.

As well as the manually-annotated corpus, we also used a 5 million automati-
cally-part-of-speech-tagged news corpus to train the Word2Vec4 model. Later we use

b http://nlp.Isi.upc.edu/freeling/

2 www.maltparser.org

3 http://brat.nlplab.org

4 https://code.google.com/archive/p/word2vec/
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Word2Vec outputs to calculate semantic similarity measures between the nouns of the
texts and bridging anaphors or anchors that have been manually annotated.

3. Machine Learning Techniques for Bridging Resolution

For machine learning experiments, we use Python with libraries Pandas5 and Scikit-
learn tool6. To reveal cases of bridging anaphora, we use a Random Forest Classifier algo-
rithm because it produces the highest quality results, however, we also conducted some
experiments with Logistic Regression and Decision Tree algorithms (see Section 4).

3.1. Procedure

Firstly, we use the whole corpus to calculate TF-IDF for all words in the corpus.
Once this is done, we divide our corpus into two unequal parts and use two-step ma-
chine learning procedures to train our classifier (See 3.1.1, 3.1.2). We use the larger
part (80,000 tokens) called Part 1 bellow for Step 1 and the smaller (14,000 tokens)—
Part 2 bellow for Step 2. Step 1 involves training Classifier 1 to recognize potential
bridging anaphor/anchors; Step 2 involves training Classifier 2 to recognize bridging
pairs. For both steps we apply cross-validation techniques with k-fold = 4. The aver-
age was then calculated with the AUC measure also being calculated after each run.

3.1.1. FirstPart: Step 1

We take all of the bridging anaphors/anchors from Part 1 of the corpus and
choose the 10 most semantically similar nouns for each bridging anaphor/anchor (ac-
cording to Word2Vec).

Once this is done we train the classifier to predict bridging anaphors/anchors.
We use an analogous procedure for bridging anaphors and anchors. Let us consider
anchors for example: we take all manually annotated anchors as positive examples
and add to this “positive” set a group of random nouns as negative examples. The
negative set is seven times larger; the best proportion between positive and negative
examples was experimentally derived. This data is used for Classifier 1. This classifier
was then used to predict bridging anaphors/anchors in the second step.

3.1.2. Second Part: Step 2

As previously mentioned, we use the first step classifier to automatically annotate
bridging anaphors and anchors in Part 2. For this task, we optimize Classifier 1 to a very
high precision (P = 0.98 — 1.00), with such settings it identifies almost all bridging ele-
ments/anaphors, moreover, it identifies 10 times more wrong nouns. We then take all
of these bridging elements and anchors, match them to Golden standard, and mark
the real bridging pairs as positive examples and wrong bridging pairs as negative ex-
amples. Finally, we use this data to train Classifier 2 to predict bridging pairs.

5 http://pandas.pydata.org
5 http://scikit-learn.org/stable/



Bridging Anaphora Resolution for the Russian Language

3.2. Features

We use 2 different feature sets for the bridging anaphors/anchors classifier (Clas-
sifier 1) and bridging-pairs classifier (Classifier 2).

3.2.1. Step 1. Feachors for Anchors Prediction
We used eight features to train a classifier for anchor recognition and prediction.
These features include:

1. Semantic similarity to anchor anaphor—as previously mentioned, we took
the 10 most similar words to each bridging anaphor/anchor, in order to de-
termine whether the word is in the list of comparable words to bridging ana-
phors/anchors according to Word2vec data.

2. TF-IDF of word—TF-IDF measure shows how important a word is to a docu-
ment in a collection or corpus. This feature highlights the tendency anchors
have to being in given information.

3. Linear Distance—the distance from the beginning of the text to the anchor,
calculated in words.

4. Lemma—is it alemma match to one of the anchors lemmas annotated in first
part of the corpus?

5. Type of syntactic link from the NP's head to word—The MaltParser syntactic
link type from the head of this word to the word. MaltParser uses a set of syn-
tactic relations developed for SyntagRus [Boguslavsky et al 2006].

6. Case—a case automatically tagged by FreeLing.

7. Syntax distance—the shortest way from the bridging anaphor to the sen-
tence root in the dependency tree is automatically built by MaltParser.

8. Animacy—an animacy or inanimacy automatically tagged by FreeLing.

3.2.2. Step 1. Feachors for Bridging Anaphors Prediction

For bridging anaphor recognition, we used the same number of features as the
anchor feature set. The Classifier tends to identify nearly 70% of all nouns in the text
as potential bridging anaphors. This is one of the reasons that there are no articles
in Russian. On the other hand, alternative markers of definite NPs, such as deictic and
possessive pronouns, seem to have a narrower distribution in Russian than in Romanic
and Germanic languages where definite NPs are usually considered typical bridging
anaphors. The fact that anaphors are generally less specific than antecedents, this can
reflect on bridging anaphor recognition. These considerations need further exploration.

3.2.3. Step 1. Feachors for Bridging Pairs Prediction

The features used to train the classifier for bridging-pairs recognition include:

1. Linear Distance—linear distance between the bridging anaphor and the
anchor.

2. Probability of anchor—estimated probability of the potential anchor com-
puted by our first step classifier.

3. Probability of bridging anaphor—the estimated probability of the potential
bridging anaphor computed by our first step classifier.

4. Lemma of bridging anaphor—is it a lemma match to one of the bridging ana-
phors lemmas annotated in first part of the corpus?
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5. Syntactic distance—the shortest way from the bridging anaphor to the sen-
tence root plus the shortest way from the anchor to the sentence root; if the
bridging anaphor and anchor are in different sentences we just add 2, be-
cause we consider the texts a main root.

6. Lemma of anchor—is it a lemma match to one of the anchors lemmas anno-
tated in first part of the corpus?

7. Case of Bridging anaphor—a case of the potential bridging anaphor auto-
matically tagged by FreeLing

8. Case of anchor—a case of the potential anchor automatically tagged
by FreeLing.

4. Experimental Results

For all experiments, we used cross-validation techniques for training, and
an AUC measure for evaluating results. AUC is a square under the Receiver Operating
Characteristic (ROC) curve. The ROC curve shows a correlation between the true pos-
itive rate (TPR) and the false positive rate (FPR) as seen in the graphs in section 4.3.
An advantage of this measure is discussed in [Ling 2003]. AUC measure is a common
measure for machine-learning experiments and classifier evaluation. The F-measure
was also determined so that we could compare our results to related studies.

4.1. Machine-learning Algorithms

At the start of the study, we applied different machine learning algorithms
to train the classifier. Three algorithms that are considered to be the least sensitive
to correlated features that are common in natural language data are: Random Forest,
Logistic Regression, and Decision Tree. For this study we chose Random Forest, which
produced the most reliable results. For each algorithm, we tried different options, but
such technical details are beyond the scope of this paper. The AUC measure for pre-
dicting anchors, bridging anaphors, and bridging pairs are given in Table 1.

Table 1. The application of different machine-learning algorithms results

Random Logistic Decision

Forest Regression | Tree
AUC—Anchors 0.981 0.94 0.85
AUC—Bridging anaphors 0.969 0.93 0.92
AUC—Bridging pairs 0.92 0.79 0.7

4.2. Feature Importance

The semantic similarity feature is the most important feature of our set, followed
by TF-IDF. Other features are less important, but all the features working in conjunc-
tion provide significant improvement.
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Table 2. Anchor’s features and features’ importance

Feature AUC without
Anchor’s Feature Importance | Feature
Semantic similarity to anchor/bridging anaphor 0.54 0.85
TF-IDF of word 0.17 0.98
Distance in words from the beginning of the text 0.07 0.98
Lemma 0.06 0.97
Type of syntactic link from the NP's head to the word | 0.03 0.97
Case 0.02 0.98
Syntax distance from word to root of sentence 0.02 0.98
Animacy 0.01 0.97

Table 3. Bridging pairs’ features and feature contributions

Feature AUC without
Bridging Pair’s Feature Importance | Feature
Distance from bridging anaphor to anchor in words | 0.25 0.82
Probability of anchor 0.23 0.83
Probability of bridging-anaphor 0.19 0.84
Lemma of bridging-anaphor 0.09 0.85
Syntactic distance from bridging anaphor to anchor | 0.08 0.85
Lemma of anchor 0.05 0.88
Case of bridging anaphor 0.04 0.87
Case of anchor 0.03 0.88

4.3. Bridging Resolution Results

Our trained classifier shows strong results in anchor recognition (AUC=0.981)
and weaker results for bridging anaphor recognition (AUC = 0.969). Poor bridging
anaphor recognition impacts bridging pairs recognition in turn and for bridging pairs
AUC=0.92. This result is not as high as we hoped it would be, but it is a satisfactory
preliminary result and we believe it can be improved by extending the corpus and
optimizing feature sets.

All the results obtained are presented in the charts below (Fig. 1-3). Included;
are (ROC) curves. The ROC curve shows a correlation between the true positive rate
(TPR) and the false positive rate (FPR). The AUC measure is the Area Under the Curve.
For result “by chance” AUC=0.5
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Figure 3. ROC for Bridging Pairs. TPR is vertical,
FPRis horizontal. AUC=0.92

F-measure was determined for bridging-anaphor and anchor recognition and
bridging resolution. We can vary precision, recall and F-measure values by assigning
the value of confidence score—the score shows the level of system confidence of the
bridging element, anchor or pair. For bridging elements and anchors we vary the
value of the rate in order to maximize precision. For bridging pairs we try to maximize
F-measure. Maximum F-measure corresponds to a confidence rate of 0.35.

Results are presented in the tables bellow:

Table 4. Precision, recall and F-measure for bridging elements and anchors

Bridging Element | Anchors

Precision 1 0.98
Recall 0.21 0.20
F-measure | 0.35 0.61

The Table below shows the results for our bridging resolution system:

Table 5. Precision, recall and F-measure for bridging pairs

Precision 0.58
Recall 0.73
F-measure | 0.65
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4.4. Dependency Between Corpus Size and Bridging Recognition Quality

In Figures 4-5, the correlation between corpus size and classifier results quality
is shown. The red line is the AUC computed for 100% of our data, 90% of our data,
80% and so on. Vertical intervals are the AUC measure dispersion between differ-
ent runs of the classifier, which were trained on the mentioned corpus size. We have
provided 10 runs for each variant of corpus size, from 100% to 40%. We changed the
corpus size with 10% intervals.

The growth of the curves while using almost 60% of the data set for the anchor
chart and close to 50% of the data set for bridging pairs was not the typical growth
usually seen. The function should decrease monotonically from 100% to 40-50%.
These growths could be due to a variety of specific text in training data.

0.99

0.98
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0.97

0.6

0.95

0.94 T T T T T T 1
100% 90% 80% 70% 60% 50% 40%

Figure 4. Dependency between corpus size and anchor recognition
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Figure 5. Dependency between corpus size and bridging-pairs recognition

5. Discussion

Automatic bridging resolution and recognition is still in its early stages of develop-
ment. All other projects use different approaches to the sets of restrictions to bridging,
so it’s difficult to compare our results with other bridging resolution and recognition
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studies. We found that our results (F-measure = 0.65) are high enough for such a com-
plicated task, when compared to the F-measure used for the bridging resolution sys-
tem for German [Klenner, Manfred, et al.], which is varied between 0.58 to 0.61.

Despite the preliminary results being adequate, we are going to continue our work
with the goal of improving the level of automatic bridging resolution. Firstly, we plan
to extend our corpus and optimize a feature set, extending the corpus should increase the
result of bridging resolution. As shown in the extension in Figures 4-5, we have not yet
reached a plateau, where increasing the data does not greatly influence the results. In rela-
tion to the features, we want to first improve the quality of syntactic features. For instance,
currently we use all syntactic link types provided by MaltParces to compute the “type
of syntactic link” feature while training the classifier; MaltParser distinguished more than
60 types of syntactic links. It is apparent that dividing all these syntactic link types into
several groups so that the feature will have ten times less values results in a more effective
feature. Also, we want to add a feature: “in one sentence” for bridging pairs, we expect
that this will balance the “syntactic distance” feature, which is better than just adding 2,
in the case of the bridging anaphor and anchor being in different sentences. There are also
other features that are currently being considered for implementation.

Our approach for bridging resolution is simple. There is no need to use compli-
cated, pre-prepared resources such as WordNet; these are only accessible for a small
number of languages. To train a classifier, one simply needs a small, manually-anno-
tated, corpus and automatic-annotation tools, which are well developed for a multi-
tude of languages. Therefore, we hypothesize that our method can be applied to dif-
ferent types of bridging and different languages.

This work was supported by grants 16-04-01640 A and 15-07-09306 from RFBR.

References

1. Boguslavsky, I., Grigorieva, S., Grigoriev, N., Kreidlin, L., & Frid, N. (2000, July).
Dependency treebank for Russian: Concept, tools, types of information. In Pro-
ceedings of the 18th conference on Computational linguistics-Volume 2. Associa-
tion for Computational Linguistics, pp. 987-991

2. Clark, H. H. (1975, June). Bridging. In Proceedings of the 1975 workshop on The-
oretical issues in natural language processing, Association for Computational
Linguistics, pp. 169-174

3. Fan,J., Barker, K., & Porter, B. (2005, October). Indirect anaphora resolution
as semantic path search. In Proceedings of the 3rd international conference
on Knowledge capture ACM, pp. 153-160

4. Hou, Y, Markert, K., & Strube, M. (2013). Global Inference for Bridging Anaphora
Resolution. In HLT-NAACL pp. 907-917

5. Klenner, M., Tuggener, D., Fahrni, A., & Sennrich, R. (2010, August). Anaphora
resolution with real preprocessing. In International Conference on Natural Lan-
guage Processing, Springer Berlin Heidelberg pp. 215-225

6. Lassalle, E., & Denis, P. (2011, October). Leveraging different meronym discov-
ery methods for bridging resolution in French. In Discourse Anaphora and Ana-
phor Resolution Colloquium, Springer Berlin Heidelberg, pp. 35-46



Roitberg A. M., Khachko D. V.

10.

11.

12.

13.

14.

Ling, C. X., Huang, J., & Zhang, H. (2003, June). AUC: a better measure than accu-
racy in comparing learning algorithms. In Conference of the Canadian Society for
Computational Studies of Intelligence (pp. 329-341). Springer Berlin Heidelberg.
Liingen, H. (2008). RRSet-Taxonomy of rhetorical relations in SemDok. Interne
Reports der DFG-Forschergruppe, 437

Nivre, J., Hall, J., & Nilsson, J. (2006, May). Maltparser: A data-driven parser-
generator for dependency parsing. In Proceedings of LREC, Vol. 6, pp. 2216-2219
Poesio, M., Delmonte, R., Bristot, A., Chiran, L., & Tonelli, S. (2004-A). The VENEX
corpus of anaphora and deixis in spoken and written Italian. University of Essex.
Poesio, M., Mehta, R., Maroudas, A., & Hitzeman, J. (2004-B, July). Learning to re-
solve bridging references. In Proceedings of the 42nd Annual Meeting on Associa-
tion for Computational Linguistics, Association for Computational Linguistics, p. 143
Poldkovd, L., Mirovsky, J., Nedoluzhko, A., Jinovd, P., Zikdnovd, S., & Hajicovd, E.
(2013). Introducing the Prague Discourse Treebank 1.0. In IJCNLP (pp. 91-99).
Roitberg, A., & Nedoluzhko, A. (2016). Bridging Corpus for Russian in compari-
son with Czech. Coreference Resolution beyond OntoNotes, p. 59.

Sasano, R., & Kurohashi, S. (2009, August). A probabilistic model for associative
anaphora resolution. In Proceedings of the 2009 Conference on Empirical Meth-
ods in Natural Language Processing: Volume 3-Volume 3, Association for Com-
putational Linguistics, pp. 1455-1464



EXPLOITING RUSSIAN WORD
EMBEDDINGS FOR AUTOMATED
GRAMMEME PREDICTION
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Distributed representations of words are currently used in a variety of lin-
guistic tasks. A specific branch of their possible applications includes au-
tomatic extraction of word-level grammatical information by formulating
it as a problem of word embedding classification. In this paper, we inves-
tigate applicability of this approach to prediction of several particular clas-
sifying grammemes. We focus on animacy of Russian nouns and transitivity
of Russian verbs. These categories can serve as good examples of clas-
sifying grammatical categories in the Russian language since their con-
crete values can hardly be predicted judging by appearance of words and
morphemes that constitute them. We conduct experiments on a corpus
of Russian texts from the Web with several widely used word-embedding
algorithms and different parameter settings. Experimental evaluation in-
cludes the comparison of performance of several classifiers, with distrib-
uted representations being source of features for classification task. Our
findings show feasibility of the approach and its potential to be implemented
for solving related tasks.

Key words: natural language processing, distributional semantics, word
embeddings, word-level classification, automatic corpus annotation
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1. Introduction

Distributed word representations, or word embeddings, have already shown
their power as a basis for efficient model training within the scope of neural-network
approach in various natural language processing tasks. In addition to this primary
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mission, word embeddings are widely and successfully applied to development of so-
lutions that do not necessarily use neural nets as their core component; e.g. contextual
information encoded in the distributed representations can be used for word similar-
ity estimation and in related problems.

Another potential application of word embeddings resides in automated word-
level grammatical and semantical information extraction. This set of tasks is itself
quite interesting for linguists: measuring the correlation between contexts of the
word and its internal sense, and determining the limits of distributional approach are
two questions that are still open and should be investigated broader. Moreover, such
tasks can be seen as auxiliary for more complex ones. One can consider, for example,
the following situation: vast amount of text available on the Web can be exploited
in a variety of linguistic studies provided it is properly and fully labeled in accordance
with the specific task orientation. Availability of automated word labeling methods for
text corpora is thus the condition for future linguistic research.

In this paper, we investigate applicability of distributed word representations
to prediction of several classifying grammemes of Russian words. In particular,
we consider animacy of nouns and transitivity of verbs in the Russian language, since
concrete values of these grammatical categories can hardly be predicted judging
by appearance of words and morphemes that constitute them. We expect that good
performance of automatic classification in the aforementioned tasks may open the
way to extension of the approach into other related problems.

We propose to utilize real-valued vectors obtained from distributed representation
models as features in these prediction tasks, which may lead to a scheme of grammeme
prediction on a basis of insufficiently labeled corpora. We explore power of several
widely used word-embedding algorithms and train models with different sets of pa-
rameters in order to achieve better performance. Additional investigation concerns
testing the dimensionality reduction technique proposed recently ([12]) for enhancing
word embeddings in applied tasks. Based on the experimental results, we argue that
our approach is feasible for prediction of grammatical characteristics of Russian words.

2. Related work

The task of automated grammeme prediction is closely related to a more general
problem of automated corpus annotation and, more specifically, to automated gram-
matical tagging. A classic work in the field is [9], where the authors utilize a stochastic
algorithm to complete the first stage of two-staged tagging process, the second be-
ing manual correction of errors produced by the automatic stage. The method and
anumber of related ones ([13], [7]) are based on complex models with a large number
of parameters to be tuned in order to achieve good performance; this may be an en-
cumbrance in the case of small corpus on annotated data.

State-of-the-art techniques of automatic grammatical tagging mostly focus
on overcoming the obstacle of insufficient amount of data available for model train-
ing. This is important, among other things, for developing automated tagging systems
for languages lacking high-quality text resources and corpora on the Web. The au-
thors of [6] propose to use graph-based label propagation for cross-lingual knowledge
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transfer and utilize the resulting labels as features in an unsupervised model. The
idea is further developed in [14], where ambiguous learning approach enables effec-
tive automated transfer of tags from English corpora to corpora in other languages.
In [8] several techniques for low-resource tagging are shown to be feasible.

Word embeddings have also been utilized for solving a number of morphological
tasks. A work [4] proposes an architecture and an algorithm performing well in POS-
tagging task without labeling data beforehand. [5] describes a model of morphologi-
cally guided embeddings, which is capable of handling tagging tasks in a semi-super-
vised manner by adding labeling to the training corpus.

Several works are devoted to automatic animacy prediction ([3], [1]). The meth-
ods rely on hand-crafted features obtained from annotated sources of semantic and
lexical information, achieving high accuracy over 90%. The key idea of our method is,
in contrast, in taking automated grammeme prediction to a competitive level by means
of minimal available corpus annotation and limited amount of data. Our approach
builds upon and extends the method described in [12], where the authors explore the
ability of word embeddings to predict certain grammatical functions including noun
animacy. In our work, we try to extend their research into the Russian language and
improve the performance studying the influence of various parameters, both on the
stage of distributional model training and while generating classification features.

3. Method description

3.1. Formal problem statement

We consider the task of grammeme prediction as a word-level binary classifica-
tion task. In other words, we train a classifier to predict whether a word has a certain
value of a grammatical category or not. In our study, which is designed to give prelimi-
nary characterization to feasibility of the approach, we do not focus on homonym dis-
ambiguation and treat each unique sequence of characters as a classification object.

Thus, the task is to build is a classifier a: W — {0,1} that, on the basis of fea-
ture representation w of the word w € W, would predict whether w has the grammeme
g (1 class) or not (0 class). The optimal classifier a* is found by training on the set
of labeled precedents W = {(w1, ¥1), ..., Wn, Yn)}, y1| EI {0,1}, i=1...n, i.e. the process

D

of minimization of the empirical risk Q(a, D) = l%lzizl[a(wi) * ¥t

a* = argmin Q(a, D)
a

3.2. Grammeme choice

In order to verify the assumption that word embeddings may potentially be ap-
plied for grammeme prediction, we have chosen two of classifying grammemes in the
Russianlanguage, i.e. those that are intrinsically fixed for alexeme and constant across
its derived forms. Noun animacy and verb transitivity are good examples of gram-
matical categories whose values cannot be easily predicted judging by appearance
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of words and morphemes that constitute them; therefore, it is particularly interesting
if distributional models of morphologically rich languages, with Russian being an ex-
ample, can be a source of ready-to-use classification features.

Noun animacy basically provides distinction between nouns referring to humans
(and some other biological creatures) and those referring to various inanimate objects
and phenomena. In the Russian language, it is often necessary to have information
about the noun animacy in order to inflect the noun correctly. Consider, for example,
the plural accusative of an animate noun mansuuk (“boy”) — manvuuxos, matching
the plural genitive, and the plural accusative of an inanimate noun naxsuux (“little
finger”) — nasvuuku, matching the plural nominative. This rule generalizes to other
animate and inanimate nouns. Automated animacy/inanimacy prediction is thus use-
ful for morphological analysis and phrase generation as well.

Verb transitivity is a property of a verb to take direct objects, a special case
of a more general notion of valency. In Russian, like in English, this category is ex-
pressed syntactically, i.e. it is possible to identify an intransitive verb by attempting
to supply it with an appropriate direct object but not by judging by its morphological
markers. Transitivity used to be believed to be a binary characteristics of a verb; now,
no verbs are mainly seen as “absolutely transitive” but rather “more often occurring
in texts with a transitive role”. Intransitive verbs, however, never appear in phrases
with direct objects, and this fact enables the task of transitivity prediction to be con-
sidered as a binary classification task.

3.3. Features

The main idea of the method is to use pre-trained word embeddings “as is”
as features for classification. The advantages of this approach are its simplicity and
scalability onto related problems. We tested different parameter configuration sets
of distributional model training to study the effect of the configuration choice on the
overall performance.

Additional experiments were devoted to:

* enriching feature space with auxiliary per-word information provided in distri-
butional models;

* transformations of word embeddings aimed at obtaining more informative
representations.

4. Experiments

4.1. Text Data

Distributional models were trained on a collection of Wikipedia articles in the
Russian language (1.3M articles and 100M tokens on the whole). The text was split
into sentences and lowercased. Non-Cyrillic words and punctuation marks were re-
moved. All digits and numbers were replaced by a single special token. We lemma-
tized the corpus with pymorphy2, a Python package.
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A list of Russian nouns and verbs labeled respectively with animacy and tran-
sitivity tags was obtained from the pymorphy2 package as well. Overall, 12K verb
(7.5K transitive) and 121K noun (47K animated ones, including proper names) lem-
mas were extracted and prepared for classification.

4.2. Distributional model training

Among frameworks offering opportunities of training distributional models,
gensim and fasttext were chosen, with word2vec and FastText being the models pro-
viding word embeddings.

Word2vec continuous-bag-of-words [10] models were trained with a set of default
parameters. We tried different (symmetric and asymmetric) configurations of context
windows in order to test a hypothesis that smaller context windows induce word embed-
dings with greater grammeme prediction power. We also varied the dimension of em-
beddings, as higher dimension leads to better performance in a number of related tasks.

FastText model [2] is a promising extension of word2vec, designed to construct
vectors not only for words but also for character N-grams that constitute them. This
way, the words that have some N-grams in common get representations that are more
similar to each other. Another useful feature of this approach is its ability to predict
vectors for unseen words. FastText models of various dimensions were trained as well.

4.3. Experimental results

In our experiments, we compared three types of classifiers: Support Vector Ma-
chine (SVM), Random Forest (RF) and Multi-Layer Perceptron (MLP). The metrics
to be measured was weighted F1 score (average F1 by classes weighted by support).
Hyperparameters of classifiers (regularization constants, number of trees and hidden
layers, respectively) were tuned to obtain the best performance on 5-fold stratified
cross-validation scheme.

Window size and dimension effect
We selected several word2vec and FastText models to study the effect of differ-
ent training parameters on classification performance (i.e. on weighted F1 scores):
¢ word2vec, 250-dimensional vectors, context window: 5 words before + 5 words
after the word;
e word2vec, 500-dim, context: 5 + 5;
¢ word2vec, 500-dim, context: 2 + 2;
e word2vec, 500-dim, context: 0 + 3;
¢ word2vec, 500-dim, context: 3 + 0;
e TFastText, 250-dim, context: 5 + 5;
¢ TFastText, 500-dim, context: 5 + 5;
* FastText, 250-dim, context: 5 + 5, prediction of vectors for unknown words;
* FastText, 500-dim, context: 5 +5, prediction of vectors for unknown words.
It is worth noting that in the last two cases, the support for classification task
is much greater in size than that of other cases: in such a setting we can obtain vec-
tors for all the words we are willing. On the contrary, in the first cases, we conduct
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classification on the set of words that occur in the Wikipedia corpus. Thus, in the last
two cases we have 121K nouns (54K in the first cases) and 12K verbs (6.4K in the first
cases) for classification. Therefore, classification performance may differ in these two
cases, but it resembles the situation of automated corpus tagging to a greater extent.
The results are given in Table 1.

Table 1. Performance of different distributional models and classifiers

Transitivity Animacy

Model SVM | RF MLP |SVM |RF MLP

word2vec, 250, 5+5 0.818 | 0.767 | 0.810 |0.880 | 0.877 | 0.871
word2vec, 500, 5+5 0.833 [0.748 | 0.831 | 0.888 | 0.870 | 0.873
wordZ2vec, 500, 2+2 0.657 | 0.556 | 0.644 | 0.659 | 0.653 | 0.626
wordZ2vec, 500, 3+0 0.628 | 0.550 | 0.624 | 0.634 | 0.621 | 0.601
wordZ2vec, 500, 0+3 0.631 | 0.558 | 0.620 | 0.631 | 0.615 | 0.612
FastText, 250 0.853 | 0.827 | 0.862 | 0.845 | 0.834 | 0.825
FastText, 500 0.859 | 0.834 | 0.868 | 0.848 | 0.820 | 0.830
FastText, 250, prediction 0.828 | 0.819 | 0.856 | 0.790 | 0.799 | 0.805
FastText, 500, prediction 0.840 | 0.825 | 0.862 | 0.797 | 0.789 | 0.811

The results show that the models that incorporate knowledge about character
N-grams of the word are more powerful for transitivity prediction, and their features
have non-linear dependencies. However, linear methods performed better on clas-
sic word2vec models for animacy prediction task, since noun animacy in the Russian
language has weak correlations with the words’ appearance. Overall, the results are
comparable with those achieved in [12] for tasks in other languages.

Enriching embeddings with auxiliary training information
While training word2vec models, one can access both Wy, and W+ matrices. The
former is mainly used as the word embedding source, and the latter rarely comes into
use in practical tasks. We investigated the applicability of both types of vectors to our
problem in the following manner. Three sets of classification features were extracted
from a 500-dimensional word2vec model with the default 5+5 context window:
* W;, rows—as in the abovementioned experiment;
* Wyyut columns;
¢ stacked Wi, rows and Wy, columns.

Table 2 shows the results of this study.

Table 2. Performance on various matrix-based features

Transitivity Animacy
Features SVM | RF MLP SVM | RF MLP
Wiy, TOWs 0.833 [ 0.748 | 0.831 |0.888 | 0.870 | 0.873
Wout columns 0.848 | 0.755 | 0.844 | 0.886 | 0.871 | 0.865
stacked Wi, + Woyt 0.852 | 0.750 | 0.841 | 0.893 | 0.876 | 0.883
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Reducing word embeddings by the main PCA components

We applied the trick proposed in [11], which is said to create more powerful
embeddings performing better in a bunch of tasks. The idea of the trick is to center
embeddings, reducing them by their average vector, apply PCA and remove D most in-
formative components from the vectors afterwards. We studied classification perfor-
mance with several values of D on the same distributional model as in the experiment
described in the previous paragraph. The results are available in Table 3.

Table 3. Effect of reduction by PCA components on overall performance

Transitivity Animacy

D SVM | RF MLP |SVM |RF MLP
— 0.833 | 0.748 | 0.831 | 0.888 | 0.870 | 0.873

2 0.822 | 0.735 | 0.816 | 0.795 | 0.822 | 0.864
3 0.826 |0.733 | 0.822 | 0.787 | 0.818 | 0.862
5) 0.821 [0.737 | 0.811 | 0.739 |0.782 | 0.851
10 0.815 | 0.720 | 0.811 | 0.729 | 0.749 | 0.839

4.4. Discussion

Performance achieved in the experiments is sufficient to claim feasibility of the
approach. Surprisingly, smaller values of context window size used in word2vec train-
ing lead to significant drop in classification performance. This effect allows to assume
that grammemes of animacy and transitivity are more closely related to broader, se-
mantic contexts of a word than to narrower, syntactic ones.

FastText showed better performance than word2vec did in transitivity prediction
task. This can be attributed to the fact that some transitive (or, probably, intransitive)
verbs in the Russian language share certain character N-grams. Thus, a model that
assigns closer vectors to similarly looking words is supposed to perform better in this
task. At the same time, the problem of animacy prediction is solved better by word-
2vec models, since animate nouns cannot be distinguished from inanimate ones judg-
ing by their appearance. However, FastText predictive power for unseen words still
makes it a good choice for automated corpus annotation.

It is worth noting that in some of the task settings non-linear classification mod-
els did not achieve higher performance than linear ones (especially on word2vec vec-
tors). Another interesting fact is that Wy, matrix of word2vec models is sometimes
even more informative in classification tasks than Wy, containing input word embed-
dings. Removing main PCA components did not drop significantly the quality of clas-
sification, but there was no increase as well.

We have also analyzed errors produced by classifiers in both tasks and can group
them into the following categories:

* polysemantic words (e.g. uameHuThH (transitive “to change” or intransitive

“to cuckold”)) and homonyms (e.g. Be3Tu (transitive “to carry” or intransitive

“to be lucky”, 6apax (“a barrack”) and Bapaxk (“Barack”));
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» rare words lacking occurrences in the training corpus (e.g. edunuponars “to sa-
shay”, xnebomnamrery “a sodbuster”);

* transitive verbs frequently used in sentences without a direct object (e.g. meTb
“to sing”);

e inanimate proper names that can be seen as human names (e.g. Bpeadopz
“Bradford”).

Overall, the majority of classifying errors appear to arise due to labeling prob-
lems and, to a lesser degree, due to the limited amount of data for training the distri-
butional model.

5. Conclusion

We propose a method of automatic grammeme prediction, which is based
on word embedding classification and does not rely on corpora annotation. Prelimi-
nary findings show performance that is competitive with systems developed on hand-
crafted features.

As the future work, we plan to achieve better classification quality and extend
the method to handle other grammatical categories than those described in this pa-
per. Improvements can be made by preparatory homonym disambiguation or training
on unlemmatized text with subsequent pooling on word forms for lemmas (which can
be done by several promising schemes) during the classification stage. Another inter-
esting course of future study includes extension of our approach to other languages.
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In this study we present the method of morphological tagging on base
of a deep learning neural network. The method includes two levels of an in-
put sentence processing: individual characters level and word level. The
comparison with other morphological analyzers was carried out with Syn-
TagRus dataset in its original format of morphological characters, and its
versions in Universal Dependencies formats 1.3 and 1.4. Achieved accu-
racies of Part-of-speech tagging: 98.34%, 98.49%, 97.60% (accordingly
to each dataset). Results are a bit higher than the Google Syntaxnet accu-
racies and higher than the accuracies of the systems based only on Bidirec-
tional Long short-term memory models. At the MorphoRuEval competition
the method gained the third place.
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1. Introduction

Nowadays there is a tendency to apply deep learning neural networks for a “se-
quence to sequence” transformation of data to solve such classical tasks, as Part-of-
speech tagging (PoS), named entity recognition (NER), chunking and others. But
so far accuracies of these tasks are higher for methods based on vocabularies and tra-
ditional machine learning algorithms: CRF, HMM, SVM [Gareev R., Tkachenko M.,
Solovyev V. et al]. These methods are based on a consistent representation of each
word from a sentence as a set of binary encoded categorical features. The feature
set of a word includes the word form ID from dictionary, IDs of its neighbors in the
window, and a set of additional features of these words, such as: the first several char-
acters and the last several characters of the word, the presence of capital letters, etc.

We develop a method based on deep learning neural networks for the following
morphological analysis tasks:

1. PoS tagging,
2. features tagging—Ilexical and grammatical properties determination (ex-
cept PoS).

Our method is based on a two-level representation of a sentence by individ-
ual characters level (see Section 2.1.1) and level of words (Section 2.1.2), inspired
by works [Nogueira dos Santos C., Zadrozny B.], [Zhiheng H., Wei X., Kai Y.], [Plank B.,
Sggaard A., Goldberg Y.].
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An information about words lengths, prefixes, terminations is important for
some tasks such as PoS and total morphological tagging. It allows to use the additional
word characters information more efficiently.

As the dataset we used the SynTagRus corpora in the original format of mor-
phological features and its representations in the forms of Universal dependencies
v1.3 and v1.4 (Section 3.2). Section 3 describes the results of comparisons of the pro-
posed approach with other methods. At the MorphoRuEval competition the described
method gained the third place under the name Sagteam on the scoreboard. In Sec-
tion 4 we discuss the results obtained, as well as directions for further research on the
development of the proposed method.

2. Materials and methods

Further we use the following terminology. The set of morphological categories
includes part of speech (PoS), gender, number, case, and others. Each morphological
category includes a set of features, for example in case of PoS category these are noun,
verb, adjective, etc. A full tag is the unambiguous set of morphological features of ap-
propriate categories for a word.

2.1. Two-level deep learning neural network model

We use two different models for the full morphological tagging: the first model
for PoS-tagging and the second to predict the rest of morphological features (fea-
tures tagging). These models have similar topologies and training methods. In frame
of PoS-tagging task each part of speech is a separate class, classes are encoded in the
one-hot manner. In frame of the features tagging task, output classes consist of all the
unique combinations of lexical and grammatical properties (except PoS) that exist
in the train set, one-hot encoded. Such an approach allows to decrease the computa-
tional complexity of the model. However, there might emerge combinations not pre-
sented in the training set, and such examples could be classified incorrectly.

The learning of the PoS model starts from training the first level (level 1 on fig-
ure 1) using character representation of every word of the train dataset. After that, the
second level (level 2 on figure 2) is trained sentence by sentence. During the level 2
training, the first level weights are additionally tuned.

The training of features model (figure 2) is performed in a similar way, except-
thatthe input data includes PoS labels of every word predicted by the PoS-tagging
model. The probabilities of PoS labels from PoS model are concatenated with hidden
vector of level 1 (the Word 1 PoS, Word 2 PoS, Word k PoS on figure 2). The above se-
quential training scheme allows to re-use the symbol encoder (“hidden layers” on fig-
ures 1, 2) for other models. We implement the proposed model in Python language
with the help of the Keras framework [Keras library].

Below is a detailed look at each level of the proposed topology.
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Level 1. PoS model Level 2. PoS model
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-

/ #7 Convolution1D

-
’
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#5 Fully-connected layer

#9 Convolution1D

PoS (word) v T v
s PoS (word 1) PoS (word 2) PoS (word k)
o S” ”V” //Su

Fig. 1. The model for PoS tagging

2.1.1. The first level of the model—the individual characters representation

Words, represented as sequences of one-hot encoded characters, are the input
samples of the first level. We use fixed word length, short words are extended with
special “null” labels from the beginning of word. The dimensionality of an input sam-
ple is L*T, where L is the maximum word length in the training set and T is the number
of unique characters in the training set + 2 (“out of vocabulary” label and “null” la-
bel). The desired class for each word is a PoS label for PoS-tagging task and a features
label for features-tagging task. After training the 1st level of the network gives the
vector of probabilities for desired classes. The training set consists of all words as they
are in the corpus, not only unique samples.

Configuration of layers on the 1st level is identical for PoS (“Level 1. PoS model”
on fig. 1) and full tag models (“Level 1. Features model” on fig. 2):

* #1 Convolution1D—convolution layer, its window goes through the word char-
acters. Window size equals to 5 without padding on the borders of the input
matrix, neuron number is 1024, activation function is ReLU [Memisevic, R., &
Krueger, D.J;

* #2 GlobalMaxPooling—MaxPooling over the whole word;

e #3 and #4 the fully-connected layers contain 256 neurons with activation func-
tion ReLU. The #4 layer activation values are used in level 2, described further;

e #5 Fully-connected layer, size of which is equal to the number of PoS-classes and
the activation function is softmax.
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Level 1. Features model Level 2. Features model

Sentence: [word 1, word 2, ..., word k]
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#9 Convolution1D
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Fig. 2. The model for features tagging

2.1.2. The second level of the model—whole sentence representation

The second level input data is a whole sentence, each word of which is encoded
by the activityvalues of a certainlayer oflevel 1 (#3 in case of PoS-tagging and #4 in case
of features tagging) in response to that word. We use fixed sentence length—the maxi-
mum length in the training set. Short sentences are extended from the beginning with
“null words” consisting of “null” label characters. Such “null words” belong to special
null class. The level 2 predicts labels for all words of a sentence at once.

Configuration of layers on the 2nd level (identical for PoS and full tag models):

e Layers #7 and #8 are Convolution layers, with window going through the words
of the sentence. Window size equals 3 with padding on the borders of the input
matrix, neurons number is 256, activation function is ReLU. A zero vector is added
to the end and to the beginning of the sentence (“same” border mode in Keras).

e #9 Model output is a convolution layer, its window goes through the words, win-
dow size is 3,the neuron number is the PoS-classes number + 1 (for the zero
padding),the activation function is softmax.

2.1.3. Learning configuration of two-level deep learning neural network model

We set the maximum of 300 epochs for training with early stopping: if the mean
square error (MSE) stays the same or rises on a validation dataset during several con-
secutive epochs (15 on level 1 and 10 on level 2), training stops and neural network
weights are set to the state with the minimum validation loss during training in case
of PoS-tagging task, or remain at the state of the last epoch in case of the features task.
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The MSE loss function is calculated for each word in the dataset on the first level train-
ing and for each padded sentence on the second level training. The optimizer is Ad-
amax [Kingma, D., & Ba, J.]. Batch normalization function is used on the first level for
activity normalization between GlobalMaxPooling and #3 layers, as well as between
#4 and #5 layers. Batch size was 1024 on the 1st level and 32 on the 2nd level.

2.2. Other models for comparison

The set of well-known models were compared with the approach proposed in this
paper: SVM, its extended version using Yandex.Mystem, Syntaxnet (PoS-tagging part).

2.2.1. SVM-based Approach

In this case a word is represented as the vector of word forms indices, which
includes the indices of: n words to the left, the base word, k words to the right. These
indices are defined on base of the learning sample dictionary. There are two rules:
if the word is not in the dictionary, the ID of this word equals to 1; if in some places
of window there are no words, the indices of 0 values fill these places. The ensemble
of linear SVM was used, learned on base of one-vs-all strategy. The number of these
classifiers equals to the number of morphological features to be defined.

2.2.2. Extension of the SVM approach

The main characteristic of this approach [Rybka, R., Sboev, A., Moloshnikov, I.,
Gudovskikh, D.] is to add the results of preliminary MYSTEM tagging to feature vector
for the final parsing. For this purpose the MYSTEM results are transformed to tagging
format of SynTagRus by the specially created converter. The list of features contains:

¢ All word forms from the window W;

* Tags for words of W that have been analyzed on previous steps;

* Classes of ambiguities for all words from W (+ their bigrams and trigrams). Class
of ambiguity is the set of all possible tags for a word. We represent it as a concate-
nated tags string. For example, in case of Russian equivalent of the word “These”
the sentence-example class ambiguity looks like this:

adjective|nominative_case|plural_adjective|accusative_case|plural|inanimate;

* Possible full tags for each word;
¢ Determined morphological features for parsed words of W;
* Possible morphological features for each unparsed word from W.

The dimension of window W equals to 7, W includes 3 words from left side and
3 words from right from the analyzed words. Words are sequentially processed from
right to left. The ensemble of linear SVM was used to predict individual morphological
features. Thus each classifier solves a binary classification task.

The following function is used for resulting class choice:

function (X, DV, M):
# Here X={x,,...,x} is the set of all possible full tags,
#and DV = {dv,,..dv, }, where dv € [-1,+1], is the decision value of the classifier m
# of the SVM ensemble
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estimation_list = [] # will contain a probability of each x, for 1 <k <K
for k in range (0, K): # for each possible full tag x,, now called x
x = X[k]
# a full tag x, is a vector (v,, ...,v,) of morphological features v, e {0,1},
# where M is the number of morphological features in the corpus
similar_score =0
different_score =0
for m in range(0, M): # for each morphological feature v =x[m]
if (x[m] == 1) and (DV[m] > 0): similar_score+ = DV[m]
else: different_score = different_score + DV[m]
estimation_score_m = similar_score — different_score
estimation_list.append(estimation_score_m)
max_index = argmax(estimation_list) # getting the index of the highest element
of estimation_list
return X[max_index] # the resulting tag is the one with the highest probability

2.2.3. One-level deep learning model

One-level model

M

The encode format of word A nn g

[char 1, char 2, ..., charn] wm n n
rlofo]

o|lo|lo|o|o
o|lo|lo|o|e

#1 Convolution1D
#2 GlobalMaxPoolinglD

#3 Fully-connected layer

#4 Fully-connected layer

#5 Fully- #5 Fully- #5 Fully-
connected layer connected layer connected layer
(PoS) (Case) (Number)

g “Nom” //Sing//

Fig. 3. The model for full morphological tag for one word

Also we added another neural network model for comparison (Fig. 3), called
One-level model in Table 3. At the input this model gets character word representation
without its neighborhood in the sentence. The last layer consists of several parallel
equal layers, each of which corresponds to a morphological category like PoS, Case,
Number etc. Layer #1 is the convolution layer, performing a character-by-character
pass window size of 5. The layer contains 1,024 neurons with ReLU activation func-
tion. Keras border mode is “valid”. GlobalMaxPooling #2 is max-pooling over time;
#3 and #4 are fully-connected layers, each having 256 ReLU neurons; #5 layers are
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fully connected layers with dimensionality equal to the number of features in each
category (PoS, Case, Number etc.), with linear or softmax activation functions.

3. Evaluation

3.1. Prediction scores

Accuracy metric and weighted Fl-score were chosen as comparison criteria.
We present scores separately for testing datasets and for words not existing in the
training dataset, further called out-of-vocabulary (OOV).

3.2. Used corpora

We used SynTagRus dataset with different formats of morphological features:
original format contained in National Russian Corpus, Universal dependencies (UD)
1.3 and 1.4. In case of UD dataset format we used the original predefined splitting into
training, testing, and developing sets. SynTagRus with original format was split into
3 parts manually. The datasets differ in number of sentences (Table 1), type of PoS-
tags, and other morphological features (Table 2).

Table 1. Number of sentences and tokens in various datasets formats

Number of sentences in Number of tokens in
SynTagRys
datasets type | Trainset | Testset | Devset | Trainset | Testset | Devset
Original 47,980 5,923 5,331 695,255 86,163 77,249
UD-1.3 46,750 6,130 6,250 | 815,485 | 107,737 | 109,422
UD-1.4 48,171 6,130 6,250 850,689 | 108,100 | 109,694
Table 2: Number of unique PoS-tags, morphological features, and different full tags
SynTagRys | Number Number Number of uniques full tags
datasets of PoS of morphological
type features features All corpus Train set
Original 11 45 450 447
UD-1.3 15 36 436 433
UD-1.4 16 36 585 581
3.3. Experiments

Accuracy and F1-score metrics were calculated for the following models:
¢ Linear SVC (described in Section 2.2.1),
* the approach based on an extended linear SVC combined with Yandex.MyStem
(described in Section 2.2.2), the window size equals 8,
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* the proposed two-level deep learning neural network model approach (described
in Section 2.1), with dropout and without dropout,

* the model involving a single level for full tag based only on character representa-
tion of a word (described in Section 2.2.3), called “one-level model” in Table 3.
The results are presented in table 3.

Table 3. Accuracy and F1-score of different models
on SynTagRus datasets in different formats

‘é all ooV
8 POS full POS full
1]
=)
2 g sl 2| g 3| 8|28 §|®
e & Model name 2 = s = ] = a =
Extended LinearSVC:
window size==+3 94.10|94.05 [83.90 | 91.24 | 63.22 | 61.90 | 29.70 | 45.80
Extended LinearSVC:
window size==+2 94.39|94.34|85.04 | 91.91 | 62.11 | 60.00 | 30.20 | 46.40
— | Extended LinearSVC:
.g window size==*1 95.02|94.98|85.74(92.32 | 63.33 | 61.40 | 29.70 | 45.80
%O Extended LinearSVC+
© Mystem (window size of 8) | 95.61 | 96.00 | 81.65 | 89.90 | 95.91 | 96.30 | 79.60 | 88.70
One-level model 96.63|96.64 | 85.58 (92.23 | 94.72 | 94.74 | 74.76 | 85.56
Proposed approach 98.24(98.23 [ 94.12 | 96.97 | 95.14 | 95.20 | 84.40 | 91.60
Proposed approach +
Dropout 98.34|98.33 |94.83 (97.35|95.24 |95.25 |85.07 | 91.93
Extended LinearSVC:
2 window size==*3 94.87|94.84 [ 82.30(90.29 | 69.22 | 67.90 | 13.32| 23.51
8 | Extended LinearSVC:
& | window size=%*2 95.20(95.17(83.33|90.9169.17 | 67.47 | 12.60 | 22.38
'q'é Extended LinearSVC:
&, |window size=+1 95.46 | 95.41 | 84.04 | 91.33 | 68.85 | 65.85 | 11.91 | 21.28
8 One-level model 96.85|96.82|85.56(92.22 | 94.13 | 94.19 | 59.86 | 74.89
E“ Proposed approach 98.44(98.44|93.34 | 96.55 | 95.16 | 95.20 | 71.30 | 83.25
£ | Proposed approach +
S | Dropout 98.49(98.49|94.31| 97.07 | 95.07 | 95.09 | 74.48 | 85.37
GOOGLE 98.27(98.27 [ 94.01 [ 96.92|94.21 | 94.35 | 74.12| 85.13
<« |Extended LinearSVC:
| window size=+3 93.98(93.91|81.59|89.86|61.08 |60.12 | 11.73 | 21.00
'% Extended LinearSVC:
é window size=+2 94.31[94.25|82.79|90.59 | 60.97 | 59.90 | 12.05 | 21.50
S | Extended LinearSVC:
§ window size==*1 94.46|94.38 | 83.46 (90.98 | 60.54 | 59.00 | 10.46 | 18.90
= | One-level model 95.60 | 95.54 | 84.50 | 91.60 | 85.71 | 85.47 [ 56.63 | 72.31
g Proposed approach 97.51|97.49192.79|96.26 | 88.63 | 88.53 | 69.32 | 81.89
‘e | Proposed approach +
P Dropout 97.60 |97.58 [93.44 (96.61 | 88.34 | 88.06 |70.22 |82.50
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Table 3 shows the following:

1) LinearSVC window size increasing does not give better accuracy.

2) The approach based on Extended LinearSVC and MyStem gives better accu-
racy than LinearSVC in case of out-of-vocabulary words prediction.

3) Neural network model with the one-level topology (“One-level model”)
gives accuracy similar to LinearSVC ones, but shows worse results in out-of-
vocabulary words parsing.

4) The proposed approach shows accuracy a bit higher than the Google parser.

3.4. MorphoRuEval on Dialog 2017

As part of the competition, we used a modified version of the two-level model.
We add the Batch normalization layers between layers #2 and #3 and between layers
#4 and #5 in level 1. The model is trained on the GICRYA corpus, provided by the or-
ganizers. The corpus was divided into a training (90%) and validation set (10%). Test-
ing was performed on three datasets (not disclosed to the competition participants):
news, posts in a social network (“social media” in Table 4) and fiction literature. For
each dataset two tasks were graded, full tagging and lemmatization, and two accu-
racy measures were evaluated for each task, the ratio of words correctly classified and
the ratio of sentences completely correct.

Table 4. The results of the model for each measure compared to a few leaders

First |Second |This |Fourth |Fifth
Accuracy place |place |[study |place |place
Dataset | Task measure (%) (%) (%) (%) (%)
News Full Accuracy on words | 93,71 93,99 93,35| 93,83| 90,52
tagging | Accuracy 64,80| 63,13| 55,03 61,45| 44,41
on sentences
Lemma- | Accuracy on word 92,96| 81,6 93,01
tization | forms
Accuracy 56,42 | 17,04| 54,19
on sentences
Social | Full words 92,29 92,39| 92,42| 91,49| 89,55
Media |tagging | sentences 65,85| 64,08| 63,56| 61,44| 51,41
Lemma- | word forms 91,69 82,8| 90,97
tization | sentences 61,09 | 35,92 60,21
Fiction | Full words 94,16 92,87 92,16 92,4 90,13
litera- tagging | sentences 65,23| 60,91| 56,6/ 60,15| 48,48
ture Lemma- | word forms 92,01| 77,78| 91,46
tization | sentences 57,11| 22,08| 55,08
Mean Full words 93,39 93,08| 92,64| 92,57| 90,07
tagging | sentences 65,29| 62,71 58,4| 61,01 48,1
Lemma- | word forms 92,22| 80,73| 91,81
tization | sentences 58,21 | 25,01| 56,49
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4. Conclusion

The presented results demonstrate the great potential of complicated deep learn-
ing models compared to traditional SVM ones. The approach on base of MYSTEM
is more effective in case of words not presented in the training set. This fact is expected
since the latter approach is based on common dictionaries and linguistic rules without
tuning to any corpus. As a result it loses in comparison to deep learning models in spe-
cific cases. For practical needs it would be useful to unite these approaches in a com-
mon morphological parser to increase the universality and the accuracy of parsing.
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We present and evaluate neural network models for semantic role labeling
of texts in Russian. The benchmark for evaluation and training was pre-
pared on the basis of the FrameBank corpus. The paper addresses differ-
ent aspects of learning a neural network model for semantic role labeling
on different feature sets including syntactic features acquired with the help
of SyntaxNet. In this work, we rely on architecture engineering and atomic
features instead of commonly used feature engineering. We investigate the
ability of learning a model for labeling arguments of “unknown” predicates
that are not present in a training set using word embeddings as features for
the replacement of predicate lemmas. We publish the prepared benchmark
and the models. The experimental results can be used as a baseline for fur-
ther research in semantic role labeling of texts in Russian.

Keywords: semantic parsing, semantic role labeling, frame parsing, neural
network, word embeddings, deep learning

1. Introduction

Semantic role labeling (SRL) is a useful type of linguistic analysis that maps
varying low-level syntactic representations of sentences to more abstract argument-
predicate structures. Predicates in these structures are words that express situations,
they are verbs, verbal nouns, and verb forms. Arguments are words and phrases (of-
ten noun phrases) that play a role in a situation expressed by a predicate. These se-
mantic roles capture meaning of arguments and explicitly present meaningful aspects
encoded in the sentence by an author. The significance of semantic role annotation
lies in the fact that such abstract semantic representations naturally can be applied
for a variety of natural language processing tasks, which require comparison of texts
by their meaning: question answering [Shen and Lapata, 2007], information extrac-
tion [Christensen et al., 2011], information search [Osipov et al., 2014], machine
translation [Liu and Gildea, 2010], and others.

The majority of the state-of-the-art methods for SRL rely on supervised learn-
ing techniques that require a lot of annotated data. This is a problem for developing
a good SRL system, since creating such an annotated resource is a very expensive
and difficult task. Such resources have been created for several languages. For today,
the most used and researched resources are FrameNet [Baker et al., 1998] and Prop-
bank [Kingsbury and Palmer, 2002]—corpora that provide SRL annotations for Eng-
lish texts. For long time, there was no such a resource for Russian. Although several
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semantic parsers that produce SRL-like annotations were presented in the past,
they mostly relied on hand-crafted rules and dictionaries [Sokirko, 2001], as well
as on training on automatically annotated corpus [Shelmanov and Smirnov, 2014].
However, the recent release of FrameBank corpus [Lyashevskaya, 2012; Lyashevskaya
and Kashkin, 2015] enables new capabilities of using machine learning techniques for
creating semantic role labelers that work with Russian language and for new funda-
mental research in this direction. In this work, we investigate the ability of training
a semantic role labeler based on neural networks using various types of linguistic
features and word embeddings [Le and Mikolov, 2014].

The FrameBank provides the hierarchical role schema, the lexicon with predi-
cates that mostly are verbs (and verb forms), and the partially annotated text corpus
for more than 800 predicates. We note that the verb coverage by examples of the cor-
pus is still not very high. This encourages us to develop semi-supervised approach
to improving the parser capabilities of annotating sentences with “unknown” predi-
cates that are not present in the training set. Therefore, in addition of creating and
evaluating neural network models for SRL we also investigate the ability of using
word embeddings to mitigate the problem of low verb coverage.

The main contributions of this paper are the following:

1. The openly available benchmark for evaluation of semantic parsers for Rus-

sian language based on FrameBank corpus’.

2. The openly-available neural network models for semantic role labeling

trained on FrameBank and evaluated on different feature sets.

3. Themethod forprocessing “unknown” predicates based on word embeddings.

2. Related Work

One of the first methods for SRL presented in [Gildea and Jurafsky, 2002] was
based on a simple statistical model. Since then, more sophisticated machine learn-
ing techniques have been elaborated very quickly. Several shared tasks CONLL-2004,
2005, 2008, and 2009 [Hajic et al., 2009] set up some common benchmarks and re-
vealed useful machine learning approaches, in which authors investigated different
features sets, task decomposition methods, and global inference techniques. Early
works devoted to SRL heavily relied on complex feature engineering. The advances
in neural network training as well as in learning of meaningful representations
of words sparked new interest to problem of SRL. In many recent works, researchers
propose new neural network approaches based on architecture engineering. It was
revealed that neural networks do not need complex features, instead they can rely
on atomic features or even on very low-level representations like tokens or n-grams.
Such models often significantly outperform the traditional ones. In the rest of the sec-
tion, we review the recent works devoted to SRL for English and Russian.

One of the first well-known publications, in which feature engineering was re-
placed by an architecture engineering, is [Collobert et al., 2011]. The researchers
presented and applied a single neural network model to various natural language

1 http://nlp.isa.ru/framebank_parser
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processing tasks including part-of-speech tagging, named entity recognition, and se-
mantic role labeling. They showed that this approach allows to reduce domain and
task specific feature engineering. The main idea of this work lies in exploiting latent
interactions between features in big and mostly unlabeled training sets.

The paper [Roth and Lapata, 2016] proposes a novel model for SRL based on re-
current neural network. The researchers claim that complex syntactic structures are
not analyzed well by baseline approaches. They proposed a model that processes sub-
sequences of lexicalized dependency paths and learns suitable embedding representa-
tions of them. The researchers empirically showed that such embeddings can improve
results over the previous baseline SRL approaches.

In the similar way, [FitzGerald et al., 2015] presented a new model for SRL,
in which arguments and semantic roles are jointly embedded in a shared vector space
for a given predicate. This model utilizes finer-grained semantic similarity between
roles. The researchers trained a neural network to approximate the potential functions
of a graphical model designed for the SRL task and used this network to build embed-
dings. They showed that the proposed model can learn jointly from PropBank and
FrameNet to achieve performance improvements on the smaller FrameNet dataset.

In [Foland and Martin, 2015], authors proposed a method for SRL based on convo-
lutional and time-domain neural networks. The method takes into account features de-
rived from a dependency parser output. The authors explored the benefits of adding in-
creasingly more complex dependency-based features to the model. The proposed method
demonstrated state-of-the-art performance and low computational requirements.

Recently, several works proposed end-to-end SRL approaches that do not require
syntactic features. These approaches allow to avoid losing information between dif-
ferent stages of text processing.

In [Marcheggiani et al., 2017], researchers proposed a simple syntax-agnostic
model for dependency-based SRL. That model predicts predicate-argument dependen-
cies relying on states of a bidirectional LSTM encoder [Hochreiter and Schmidhuber,
19971. The authors showed that sufficient accuracy on English texts can be achieved
even without syntactic information using only local inference. It was also approved
that the model is more robust on the standard out-of-domain test set than the baselines.

Similar approach was proposed in [Zhou and Xu, 2015]. The researchers applied
a model based on bidirectional recurrent network for end-to-end SRL. They did not
use any syntactic information but relied only on original text as the input features.
The model was evaluated on SRL task of CONLL-2005 and coreference resolution task
of CoNLL-2012. It outperformed the previous state-of-the-art ensemble models. The
authors revealed that the proposed model is better at processing longer sentences
than the baseline approaches.

It is also worth noting great interest to joint modeling of syntax and semantics
in many works devoted to SRL. For example, in [Swayamdipta et al., 2016], a transition-
based model for SRL that jointly produces syntactic and semantic dependencies was
presented. The model is based on a stack of LSTM cells and is used for representation
of the entire algorithm state. The researchers also proposed a greedy inference algorithm,
which works in linear time. They obtained the best published parsing performance among
models that jointly learn syntax and semantics on the CoONLL-2008, 2009 datasets.
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There are a few works devoted to semantic role labeling of Russian language texts.
In the previous work, we used rule and dictionary-based semantic parser for creating
automatically annotated corpus for training a model for SRL [Shelmanov and Smirnov,
2014]. In [Kuznetsov, 2015; Kuznetsov, 2016], SVM-based semantic role labeler was
trained on FrameBank corpus. The corpus was supplemented by syntactic features
generated by the pipeline presented in [Sharoff and Nivre, 2011]. The author also per-
formed clustering of lexis features to extract additional semantic information from the
corpus and used ILP-optimization approach for post processing. This work is based
on the pre-release version of the FrameBank corpus and does not provide the tools for
the data preparation, modeling, and evaluation. In this work, author did not use neural
networks and word embeddings as features mostly relying on feature engineering.

In our work, instead of feature engineering, we use atomic features with word
embeddings and neural networks. We also research the problem of semantic role la-
beling for “unknown” predicates (out-of-domain predicates) and propose the simple
approach to that problem. We publish the benchmark for model construction and
evaluation on the FrameBank corpus.

3. Neural Network Models for FrameBank Parsing

We present two neural network models for semantic role labeling. These models
mostly diverge in the way different feature types are aggregated. We used the follow-
ing features:

Categorical:

1) Various types of morphological features of both an argument and a predi-
cate: part of speech, grammar case, animacy, verb form, time, passiveness,
and others. (“morph”).

2) Relative position of an argument in a sentence with respect to a predicate.
(“rel_pos”).

3) Predicate lemma (“pred_lemma”).

4) Preposition of an argument extracted from a syntax tree (“arg_prep”).

5) Nameofasyntaxlink fromargumenttoits parentinasyntaxtree (“synt_link”).

Embeddings:
1) Embedding of an argument lemma (“arg_emeddings”).
2) Embedding of a predicate lemma (“pred_emeddings”).

The first neural network model has the simple architecture that acquires all
features of an argument: sparse and dense, as a single vector and propagates them
through three dense layers. The two hidden layers have ReLU activations and the out-
put layer has softmax activation. The softmax activation is a standard way of produc-
ing final probabilities of classes in a multinomial classification task. The ReLU activa-
tion is a rectifier function that propagates only positive signal through a network. This
activation function is convenient since it simplifies training of deep architectures and
results in lesser overfitting effect than many other functions. In the hidden layers,
we use batch normalization [Ioffe and Szegedy, 2015]. In this technique, inputs of lay-
ers are normalized in each mini-batch, which drastically increases the training speed
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of networks and also regularizes them. The network also has two dropout layers for
additional regularization. We will refer to this model as “simple”.

The second neural network is intended to handle embeddings and categorical fea-
tures more intelligently than the “simple” one. The problem of processing the both types
of features lies in their different nature. The categorical features are sparse, therefore,
merging them with embeddings within one dense layer would result in a big number
of parameters. The better way of handling this case is to embed sparse categorical fea-
tures first and merge them later. Therefore, the complex model has the same types of lay-
ers but the first layer is split into several chunks: a chunk for categorical features, a chunk
for an argument embedding (if it is present in a feature set), and a chunk for a predicate
embedding (if it is present in a feature set). Such an architecture is much smaller than
the “simple” one in terms of parameters, thus, it overfits less and is trained faster. We will
refer to this model as “complex”. The Figure 1 depicts the neural network architectures.
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Figure 1. Architectures of neural network models

We compile these models with Adam optimizer [Kingma and Ba, 2015] and a stan-
dard categorical cross entropy loss function. These models and different subsets of the
aforementioned features are used for labeling of arguments of “known” predicates.

For labeling arguments of “unknown” predicates, we also use the similar archi-
tectures. However, in this setting we cannot rely on predicate lemma feature, since
there will be no lemma in the test set known by the model. In this setting, predicate
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embeddings should give the most significant impact on a network performance. Em-
beddings, due to the way they are built, encode semantic similarities of words in a low
dimensional vector space [Le and Mikolov, 2014]. Many text processing methods that
have been recently developed rely heavily on this remarkable property of embeddings
and demonstrate its great usefulness. We investigate the ability of substituting predi-
cate lemma feature in SRL parser by its embedding. Embeddings are built in an un-
supervised manner on a huge unlabeled corpus, so model does not need to see every
predicate lemma in a small semantically labeled training set to obtain its embedding.
Since such embeddings encode similarities between words, they could also encode
similarities between frame structures of predicates. Therefore, we can use training
examples of “known” predicates to infer the frame structure of “unknown” predicates
that are similar to the former in an embedding vector space. The bigger the similarity,
the more precise we can restore frame structures of “unknown” predicates.

In the setting for “unknown” predicates, we additionally used early stopping
in the training procedure since it becomes useless to tune fixed number of epochs for
out-of-domain test set.

4. Experiments

4.1. Experiment Setup

We used the publicly released version of FrameBank corpus?. The corpus con-
tains annotated text examples that consist of multiple sentences. Tokens in the sen-
tences are annotated with morphological and some other features. The role and the
predicate annotations are separated from the texts. The original version of the corpus
does not contain explicit exact mapping between role annotations and tokens or text
spans. To mitigate this problem, we created the automatic tool for mapping predicates
and arguments with core roles to text tokens.

To create the syntax annotation for FrameBank, we used Google’s SyntaxNet
parser® [Andor et al., 2016]. This parser was trained on SyntagRus treebank [Nivre
et al., 2008] and provides high quality parsing for Russian texts according to [Alberti
et al., 2017]. We used dockerized version of SyntaxNet with a model for Russian*®.
The parser creates a fully connected dependency tree for a sentence with syntax tags
on every parent-child link. The syntax structure corresponds to well-known Universal
dependencies format [Nivre et al., 2016].

After the mapping procedure, we obtained the corpus that contains examples for
803 predicates. We selected the subcorpus by keeping only predicates that have at least
10 examples. This results in 572 predicates left in the subcorpus. We also filtered out

2 https://github.com/olesar/framebank
3 https://github.com/tensorflow/models/tree/master/syntaxnet
4 https://github.com/IINemo/docker-syntaxnet_rus

5 https://hub.docker.com/r/inemo/syntaxnet_rus
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arguments with infrequent semantic roles and preprocessed erroneous role labels
that do not correspond to the role ontology of FrameBank published in [Kashkin and
Lyashevskaya, 2013]. The final version of the whole experimental dataset contains
53,151 examples with 44 different semantic roles.

The word embeddings used in our experiments are provided by RusVectores 2.0°
[Kutuzov and Andreev, 2015]. They were pre-trained on Russian national corpus and
have 300 dimensions. We note high quality of the model; however, we also note that
a large portion of predicates (verbs) presented in FrameBank are not covered by it.
Therefore, more than 17,000 examples in our dataset have zero predicate embeddings.

The hyperparameters of the proposed neural network models on different fea-
tures sets were tuned using the greedy strategy. We mostly tuned dropout ratio, the
size of internal dense layers, and a number of training epochs.

For the simple baseline, we use a parser that assigns the most frequent semantic
role to every argument in the test set. Obviously, this baseline has low performance,
but it shows the skewness in the evaluation set, which reflects the complexity of the
task and the impact of other models.

We evaluated our models using macro and micro F, score. We note that our re-
sults are not directly comparable with the results presented in [Kuznetsov, 2015]. This
is due to the fact that the author used different annotation scheme and different pre-
release version of FrameBank corpus with unknown preprocessing procedures.

4.2. Evaluating Models on “Known” Predicates

In the first experiment, we evaluate our models on different feature sets: lexis,
morphological, syntactic, and word embeddings. In each feature set we also use rela-
tive position feature. The performance of the models is assessed using five-fold cross
validation on the selected subcorpus of FrameBank. The evaluation results are pre-
sented in Table 1.

Table 1. Performance of the models on different feature sets

Model + feature set Macro F,-score, % | Micro F,-score, %
Baseline 0.5+ 0.0 11.6 = 0.2
Simple + morph 22.8 £ 0.6 35.4+0.3
Simple + morph + pred_lemma 71.2 = 0.6 76.1 = 0.5
Simple + morph + pred_emeddings 62.0 + 0.4 65.2 + 0.3
Simple + morph + pred_lemma + 75.9 £ 0.4 79.2 £ 0.2
arg_prep

Simple + morph + pred_lemma + 76.8 = 0.5 80.3 £ 0.3
arg_prep + synt_link

Simple + morph + pred_lemma + 78.6 = 0.4 81.8 £ 0.2
arg_prep + synt_link + arg_embed-

dings + pred_embeddings

5 http://rusvectores.org/en
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Model + feature set Macro F,-score, % | Micro F -score, %

Complex + morph + synt + 79.2 = 0.3 82.3 0.2
pred_lemma + arg_embeddings +
pred_embeddings

Since the evaluation dataset is not very unbalanced, the baseline that marks the
dominant class has a very low performance. Adding morphological features of predi-
cates and arguments results in a substantial improvment over the baseline: Amicro
F, =23.8%. This setting shows the importance of low-level linguistic features in seman-
tic role labeling without appealing to any semantics of arguments and predicates. This
performance could be achieved without any knowledge about meaning of predicates
or arguments and syntactic information. With adding predicate lemmas, we drasti-
cally improve performance of labeling by Amicro F,=40.7%, which is not surprising.
Since frame structures are invoked by a predicate that represents a situation, roles can
be very specific to predicates. Without knowledge of which predicate invoked the cur-
rent frame, in many cases, it is impossible to distinguish roles of morphologically similar
arguments. The results of the setting, in which we substitute predicate lemma with its
embeddings, show that the performance drop without predicate lemmas is not very big,
when at least embeddings of predicates are present. This enables the ability of building
a model for “unknown” predicates relying on properties of word embeddings.

In the next setting, the feature set is composed of morphological features, predi-
cate lemmas, and argument preposition. The preposition in Russian is considered
to be very important for semantic role labeling. We observe an Amicro F, =3.1% in-
crease compared to the model that does not take it into account, which is very sig-
nificant for building a good semantic parser. Adding names of parent syntax links
of arguments as features extends this improvement by another percent. We used only
basic syntactic features: preposition and the parent link, whereas it is also worth add-
ing, e.g., the syntactic path from argument to predicate as suggested in many pre-
vious works. We leave this for the future work, since it would require comparison
of many different embedding techniques for a very sparse space of syntactic paths.
We also note that although the syntactic features are important for building a good
SRL model, they do not drastically increase the performance of the parser. Following
several techniques presented in related work that suggest syntax agnostic models for
English, we consider the task of creation an accurate model for Russian without ap-
pealing to syntactic parsing also feasible.

Adding embeddings of arguments and predicates to the rest of the features yields
the best results. The “simple” model as expected gives the smallest performance gain
Amicro F, =1.5%. Adding embeddings directly as additional dimensions results in
a big growth of a number of parameters. Therefore, such a network tends to overfit-
ting. The “complex” model due to its architecture is twice as smaller in terms of pa-
rameters compared to the “simple” one. It gives another small but significant perfor-
mance improvement Amicro F, =0.5% compared to the “simple” model on the full
feature set. It also trains and runs much faster than the “simple” model.
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4.3. Evaluating Models on “Unknown” Predicates

In the second experiment, we research the importance of word embeddings in the
task of labeling arguments of “unknown” predicates. For this setting, we split the se-
lected subcorpus of FrameBank in two parts: training and testing in such a way that
the part for testing contains only predicates that are absent from the part for training.
We perform evaluations for two different split methods. In the first split, the test part
is composed from examples for predicates that have highly similar predicates in the
training part. For that, cosine similarity of every two predicate embeddings is calculated.
The top 27 similar pairs of predicates are distributed into different parts of corpus. In this
case, we get 49,709 training and 3,442 testing examples. Such a split represents the good
case, in which semantic similarity of “unknown” predicates to “known” ones can be cap-
tured by their word embeddings. This case should be easy for the models. In the second
split, in a contrary, we compose the test part from predicates that are least similar to any
of the “known” predicates. This split yields 50,093 training examples, and 3,058 testing
examples with 21 predicates in the test set. This case should be the hardest for the models
to handle. In this experiment, we do not perform cross-validation. Instead, we train mod-
els five times with different random seeds and test them on the prepared holdout. This
does not prevent overfitting but alleviates the problem of randomness of model training.

We compare “simple” model with all categorical features and without embed-
dings, the “complex” model with categorical features and only argument embeddings,
and the “complex” model with categorical features, as well as argument and predicate
embeddings. The evaluation results are presented in Table 2 and 3.

Table 2. Evaluation of the models on the “unknown” predicates in the “good” split

Model + feature set Macro F,-score, % | Micro F,-score, %
Baseline 0.4 9.6

Simple 13.7 =04 24.6 = 0.3
Complex + arg_embeddings 19.4 + 0.3 319 £ 0.5
Complex + arg_pred_embeddings 41.4 = 0.7 66.7 = 1.1

Table 3. Evaluation of the models on the “unknown” predicates in the “bad” split

Model + feature set Macro F,-score, % | Micro F,-score, %
Baseline 0.7 13.2
Simple 9.1 £0.2 24.8 £ 0.5
Complex + arg_embeddings 14.5 = 0.7 27.2 0.1
Complex + arg_pred_embeddings 24.1 = 1.5 41.4 + 2.2

The results show that there is a substantial performance drop in macro and mi-
cro scores on the “unknown” predicates. However, we see that on completely unseen
predicates the complex model with embeddings shows a decent micro score. The
model on the good split shows expectedly better results than on the bad split. This
confirms the significance of the presence in the training set of predicates that are
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similar to “unknown” ones in the embedding vector space. However, we note that
even on a “bad” split the model with embeddings shows much better performance
compared to the “simple” model that uses only morphological and syntactic categori-
cal features. We should also note again that the substantial part of predicate embed-
dings in the training set are zeros due to already mentioned limitations of used lan-
guage model. This definitely affects the performance of the SRL models. In the future
work, it is worth training neural networks using more complete language models.

5. Conclusion and Future Work

We presented the neural network models for semantic role labeling of Russian texts.
We also presented the basic benchmark based on FrameBank corpus for evaluation of pars-
ers for SRL. Both the models and the benchmark are openly available’. The proposed mod-
els were evaluated on different feature sets. The achieved scores could be used as a baseline
for the future research. We also investigated the method for training a labeler for argu-
ments of “unknown” predicates using word embeddings. We demonstrate that good em-
beddings are essential for building a model for “unknown” predicates, however, it is not
enough to approach the performance of models trained and tested on in-domain data.

In this work, we did not provide the semantic argument identifier and did not perform
the global inference step in the SRL parser. The reason for that consists in the fact that Fr-
ameBank corpus provides very sparse annotations (not every argument in sentences is la-
beled). Therefore, learning inference procedure using straightforward approach is hardly
possible. However, in the future work, we are looking forward to adapt self-learning tech-
niques on the partially annotated data and use integer linear programming inference that
does not require additional training to further boost the performance of the parser.
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EXTRACTING CHARACTER NETWORKS
TO EXPLORE LITERARY PLOT DYNAMICS
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In this paper we apply network analysis to the study of literature. At the
first stage of our investigation we automatically extract networks (graphs)
of characters for each part of Leo Tolstoy’s novel War and peace using two
different techniques for network creation. Then we evaluate these two tech-
nigues against a set of manually created gold standard networks. Finally,
we use the method that demonstrated better performance in our evaluation
to test a literary hypothesis about Tolstoy’s novel. The hypotheses we in-
tended to prove was that the parts of the novel describing war (i.e. those
where the battlefield or military units are the primary settings), have statisti-
cally lower density of interaction between characters, resulting in lower net-
work density, higher network diameters and lesser average node degrees.
By showing this correlation we mean to demonstrate the applicability of net-
work analysis to computational research of fictional narrative (e.g. detection
of tension changes in the plot).

Key words: networks, network theory, social network analysis, literary
network analysis, graph models, digital literary studies, Russian literature

1. Introduction

Over the last decades network analysis found successful applications to a great
variety of fields ranging from sociology and political science to criminology and epi-
demiology. In recent years literary scholars, whose objects of study are also convert-
ible to vertices and edges, turned their attention to graph! theory and started actively
borrowing methods from social network analysis.

It has been shown that networks of fictional characters are similar to those of real
social networks [Alberich et al., 2002] and share certain characteristics (e.g. power
law distributions) with all other complex network types [Park, Kim, 2013]. Network
theory allowed researchers to make novel observations about the composition and
plot of literary pieces [Elson et al., 2010], [Moretti, 2011] and get new “insight into the
roles of characters in the story” [Agarwal, Corvalan et al., 2012].

However, this ability to look at certain work of fiction from a different angle is not
the only advantage of such graph-based formalization. Combined with various NLP-
related techniques for automatic network extraction (some of which are implemented
in this study), network analysis also opens the doors to large-scale analysis of fiction.

1 Inthis paper we treat ‘network’ and ‘graph’ as synonymous words both meaning ‘a set of ver-
tices connected by edges’.
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Such analysis, often referred to as ‘distant reading’ [Moretti, 2013], ‘scalable reading’
[Weitin, 2017] or ‘macroanalysis’ [Jockers, 2013], has been a point of heated debates
in literary studies in recent years. The proponents of large-scale computational analy-
sis of literature claim that close reading and precise analysis of particular pre-selected
texts, traditional for literary scholars of the past, can no longer be considered suf-
ficient for scientific research, as these approaches are only applicable to very narrow
selections of works (usually the so-called canon, itself a very ill-defined and argu-
able concept). They suggest literary scholars should ‘learn how not to read’ the texts
they study [Moretti, 2013] and ‘start counting, graphing, and mapping them instead’
[Moretti, 2007]. And although there is a fair share of criticism towards this approach,
the fact remains that even a single literary movement in a single national literature
usually generates more text than a single person can read, much less analyze, in his
lifetime?.

2. Related work

There has been a number of research on extraction and exploration of fictional
networks. [Agarwal, Kotalwar et al., 2013] extract social events, i.e. interactions
between characters or perceptions of one character by another, form Carrol’s Alice
in Wonderland; [Ardanuy, Sporleder, 2015] use networks to perform genre classifica-
tion of XIX century novels; [Lee, Yeung, 2012] investigate the structure of the Old Tes-
tament linking people to places thus creating spatio-personal networks; [Elson et al.,
2010] explore 60 British XIX century novels through conversational networks gener-
ated from dialogues of the characters. That latter work, presented at the ACL 2010
conference, deserves a separate mention. Unlike many others, [Elson et al., 2010]
do not limit themselves to network extraction and evaluation against some gold stan-
dard; their main goal is to use structural properties of networks to disprove an influ-
ential literary theory(hypothesis). The hypothesis claimed that ‘rural’ novels reflected
typical social structure of a village with its close-knit community of people familiar
to each other, whereas ‘urban’ novels demonstrated more complex social networks
with several communities, lesser overall density and a plethora of ‘weak ties’; and that
therefore the importance and amount of dialogue decreased as novels shifted from
rural to urban settings after the industrial revolution. However, [Elson et al., 2010]
did not find this to be the case.

In our investigation we also try to employ network parameters and network sta-
tistics as a means of testing a literary hypothesis. An additional motivation for our
study was lack of literary network research made on Russian material, the only no-
table exception being [Bocharov, Bodrova, 2014]. That latter work, however, does not
go beyond basic network extraction and evaluation, and its authors made no attempt
to prove any literary theory or hypothesis.

2 For instance, it is estimated that Victorian novels alone make up a corpus of about 60,000
texts [Moretti, 2013]
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3. Hypothesis and relevant network metrics

Much like [Elson et al., 2010], we chose to study the relation between the set-
tings in which the plot unfolds and the structural properties of the character network.
However, in our case the main opposition was not ‘urban’ vs ‘rural’, but ‘war’ vs ‘peace’.
This antithesis not only gave the novel its ever-famous title?, it is certainly among the
pillars of the whole work. One of the most acclaimed Tolstoy scholars Boris Eikhen-
baum spoke of War and peace as a novel where “The Iliad” (i.e. war) must “follow the
Odissey” (i.e. peace) [Eikhenbaum, 2009 (1931), p. 497]; notable American slavist
Gary Saul Morson calls this the “central opposition” of the book and claims that “the
salon and the battlefield represent the extremes of order and chaos — of ‘peace’ and
‘war’ — in War and peace” [Morson, 1987, p. 97]. Note that Morson uses spatial set-
tings — salon and battlefield — as metonymic labels for the complex concepts of ‘war’
and ‘peace’; this indicates that spatial dynamics of narrative is the primary marker for
switches between these two ‘extremes’. And indeed, chapters (rs1aBsl) and even entire
parts (uactn) of Tolstoy’s War and peace can be fairly easily subdivided into ‘peaceful’
and ‘wartime’ ones by simply looking at the space in which the plot unfolds.

This contrast between war and peace can be observed on many levels, among
which the level (and intensity) of character interactions. It were changes at this level
that we hoped to detect with network analysis. We had two reasons to believe that
such interactions should be visibly influenced by settings:

1. Research on dramatic texts shows that tragedies tend to have lower density
of networks [Trilcke et al., 2015b], and a possible explanation for this is that
tragic events need less verbal interaction and verbal space than, for instance,
comic scenes; this could also be the case for ‘war’ and ‘peace’ split;

2. Tolstoy’s ‘war narrative’ is very individualistic [Morson, 1987, p. 99], it is
la