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Sentiment analysis is one of the most popular natural language process-
ing tasks. In this paper we introduce pre-trained Russian language mod-
els which are used to extract embeddings (ELMo) to improve accuracy for
classification of short conversational texts. The first language model was
trained on Russian Twitter dataset containing 102 million sentences, while
two others were trained on 57.5 million sentences of Russian News and
23.9 million sentences of Russian Wikipedia articles. Although classifiers
trained on top of language models perform better than in the case of uti-
lizing of fastText embeddings of the same language style, we show that
domain of language model also has a significant impact on accuracy. This
paper establishes state-of-the-art results for RuSentiment dataset improv-
ing weighted F1-score from 72.8 to 78.5. All our models are available online
as well as the source code which allows everyone to apply them or fine-tune
on domain-specific data.
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JTabopaTtopust HEMPOHHBLIX CUCTEM W FNYOOKOro 0Oy4eHNs,
MOCKOBCKNN GUSUKO-TEXHNYECKNM MHCTUTYT (HAUMOHAbHbIN
ncecnenoBaTensCkuii yHneepceuteT), Mockea, Poccua

AHanNN3 TOHANbLHOCTU ABASIETCHA OAHOM U3 Hanbosiee NonynspHbIX 3aa4 06-
paboTKkM ecTeCTBEHHOr 0 A3blka. B gaHHOM paboTe Mbl npeacTaBnsiemM npeno-
BOy4eHHble pycCKMe A3bIKOBbIE MOAENN, KOTOPbIE UCMONb3YIOTCA 415 Nosy4ye-
HUSA BEKTOPHbIX MPeacTaBEeHNI C/I0B NpU peleHnn 3aaaqm Knaccmdumkaumm
pPasroBOpHbIX TEKCTOB. OfHa sA3bIkoBas Moaenb obydeHa Ha 102 munamoHax
npennoxenunn pycckoro Twitter, a ABe gpyrve — Ha 57,5 MunnnoHax npea-
JIOXKEHUI PYCCKUX HOBOCTEN 1 23,9 MUNINOHAX NPenIOXEHNA N3 PyCCKUX
ctatbern Wikipedia. HecmoTpsi Ha TO, 4TO knaccudukatopbl, 00y4YeHHble
Ha BEKTOPHbIX MPeacTaBNeHUsAX, N3BIEYEHHbIX U3 A3bIKOBbIX MOAENEN, MOoKa-
3bIBAIOT Pe3ybTaThl Jlydlle, YEM Te, YTO 00yYeHbl Ha BEKTOPHbLIX MPeaCcTaB-
neHunsx fastText COOTBETCTBYIOLLLENO I3bIKOBOIO CTUAIS, Mbl NOKa3biBaeM, HTO
LOMEH A3bIKOBOM MOAENN TakXXe OKa3blBaeT 3HA4YMTENIbHOE BAUSHME Ha Ka-
4ecTBO knaccudukaumm. B paHHon paboTe 4OCTUraeTcs HOBOE Hawuyyllee
Ka4yecTBO Ans Habopa AaHHbix RuSentiment, noebiwaiowee npenbioyLmii
pesynbTart ¢ 72,8 3HavyeHusa B3BeleHHoW F1-meTpukn oo 78,5. Bce npen-
CTaBJIEHHbIE MOLENN U UCXOLHBIN KOA, B TOM Yncne Ans A006y4eHns A3bIKo-
BbIX MOAENEN, LOCTYMHbI OHNAH.

Kniouesble cnoesa: ELMo, embeddings from language model, knaccudu-
KaLMsi TEKCTOB, aHaNM3 TOHaNbHOCTU, PYCCKUIA A3bIK

1. Introduction

Sentiment classification is an important part of chat-bots, from question answer-
ing helper on web-site to personal assistant that should track owner’s mood and de-
sires. The reason of the statement is that conversation with chat-bot should gratify
a user but strongly in accordance to a situation.

There are three basic approaches to sentiment classification task: rule-based solu-
tion, machine learning (ML) models and neural networks (NN). Rule-based approach
is the most popular because it does not require labelled datasets but only sentiment
dictionaries. However, rule-based models often do not take into account context wider
than two or three tokens. If it is possible to collect and annotate a domain-specific
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dataset, one can use supervised ML or NN models. While ML models are usually
build upon embeddings of full text sample obtained from TF-IDF or count vectoriz-
ers, NN models assume character or token vector representations. Token embeddings
could be obtained via many different methods including bag-of-words, GloVe [15],
fastText [ 1]. However, token embeddings extracted from language models are becom-
ing more and more popular. Language model embeddings allow to perform better
even on small task-specific datasets which are often encountered in production.

Embeddings from Language Models (ELMo) [17] are vectors derived from bidi-
rectional LSTM trained to solve the task of language modelling on a large text corpus.
ELMo representations are deep and context-dependent. Internal states of the model can
be combined and used similarly to other token embeddings like fastText but represen-
tation of each word is being formed by left and right context of this word. Language
models require large text corpora and significant computational resources to be trained.

We have explored several discussions in Russian NLP community about actual
performance of ELMo, and faced a lot of negative responses about accuracy of neural
models based on ELMo. Therefore, the paper has two main goals: first of all, we in-
troduce three Russian language models pre-trained on Wikipedia articles, news and
twits, and the second one is to compare performance of fastText and ELMo embed-
dings trained on corpora with different language styles. We demonstrate how the
domain of language model influences on the accuracy of a classifier trained over ob-
tained embeddings. Also we introduce the source code which allows to simply fine-
tune ELMo on the domain specific data.

2. Related Work

Alack of studies on Russian sentiment analysis is caused by a lack of appropriate
datasets. First of all, the largest sentiment lexicon is RuSentiLex [11] which latest ver-
sion is dated by 2017 although neologisms appear regularly by borrowing from other
languages or from positive and negative happenings in political, social and cultural
life of Russia.

There are three common datasets for Russian sentiment analysis in academic
research: aspect-oriented SentiRuEval 2015 [10], SentiRuEval 2016 [12] and RuSen-
timent [20]. In this paper we focus only on the second dataset, its description is set out
in section 3.2.

All the word representations before ELMo were context-independent. Although
some of them take into account sub-word information [1] or learn sense-depended word
vectors to solve lexical ambiguity problem, none of the approaches consider context for
word representation. Announced in [17] high performance of embeddings from lan-
guage models applied to most of NLP tasks, specifically text classification, textual entail-
ment, named entity recognition, question answering, coreference resolution and seman-
ticrole labelling opened a new room for research. In recently published paper [9] authors
achieve state-of-the-art results on named entity recognition built upon Russian ELMo.

ELMo’s achievements induced popularity of transfer learning approach when
complex architecture pre-trained on language modelling task should be fine-tuned
for solution of some other supervised problem [18].
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3. Data

3.1. Language modelling data

The Russian language models corresponding to official language style were
trained on Wikipedia' and Russian WMT News? while the Russian conversational
language model was trained on Russian twits®. Clue characteristics of the datasets are
presented in Table 1.

Table 1: Data characteristics

Number Vocabulary Average number
Dataset of words size of words per sentence File Size
Wiki 472 M 5.6 M 19.4 4.8 Gb
WMT News 1,133 M 41M 19.6 12.0Gb
Twitter 887 M 11.3 M 8.7 7.9 Gb

Preprocessed and cleaned WMT News sets are available for downloading, Wiki-
pedia was spared from html-markup, and all hashtags and user logins were replaced
by special tokens in Twitter. The vocabulary size for each dataset was set to 1 million
frequency tokens. Finally, every dataset was splitted on training (98%) and validation
(2%) samples.

3.2. Classification data

RuSentiment was published in 2018 [20] along with baseline results. The full
dataset contains more than 30 thousands social media posts of average length 17 to-
kens, each post is related to one of five classes: positive, negative, neutral, speech
and skip. Currently this is the largest publicly available dataset on Russian sentiment
analysis. Around 21 thousands posts were randomly selected, and almost 7 thousands
were pre-selected with an active learning-style strategy in order to diversify the data.
We divide “random posts” subset on train and validation sets in a ratio of 9/1. The
“pre-selected posts” set is not used in this paper. The test set is the same as in the
original paper.

Linguists emit five Russian language styles: scientific, official, journalistic, artis-
tic and colloquial. The first four styles and the last one differ a lot in terms of vocabu-
lary and morphology. Therefore, we chose RuSentiment as the target dataset in this
paper because the content relates to conversational style which often is not included
to language modelling data while it is of current interest due to increasing popularity
of chat-bots.
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4. Experiments and Results

In this paper we explore the following token embeddings to cover different lan-

guage styles:

* fastText embeddings trained on Russian Wiki and News corpora,

* fastText embeddings trained on Russian Twitter corpus,

¢ ELMo trained on Russian WMT News dataset,

e ELMo trained on Russian Wikipedia dataset,

¢ ELMo trained on Russian Twitter dataset,

e ELMo trained on Russian Twitter dataset and fine-tuned on RuSentiment.

300-dimensional fastText embeddings were trained with default parameters for
skipgram model taking into account character n-grams from 3 to 6 characters.

4.1. Training and fine-tuning of language models

Language model consists of two main components: convolutional layers and
2 blocks of two recurrent layers. In the original implementation model receives as in-
put indices of symbols in utf-8 encoding (from 0 to 255 plus three special symbols for
padding, start and end of word). LSTM blocks pass forth and back over representa-
tions from convolutional layers, each block in its own direction similarly to bidirec-
tional LSTM.

Training is being done in the similar to [6] and [8] way. An additional feed-
forward layer followed by softmax is used to train language model. The model
predicts words in direct and reverse orders for each LSTM blocks separately. The
feed-forward layer is not used anymore after language model was fitted. To obtain
context-dependent word representation weighted sum of word representations from
all layers is used. Coefficients of this sum can be trained, and then can be different
for all tasks. The upper layer also can be used similarly to TagLM [16] and CoVe
[13]. Sentence representation is often formed as average or TF-IDF weighted sum
[19] of word vectors.

This paper used model 4096,/512 with 93.6 million of parameters®. The results
of training language models on Wikipedia, WMT News, Twitter and fine-tuning
of Twitter language model on RuSentiment data are presented in Table 2. Every lan-
guage model was trained for 10 epochs in parallel on three 1080ti. Fine-tuning was
conducted up to validation perplexity increase. The resulting perplexity of language
model on “random posts” set of RuSentiment is 159.2 which was achieved after 4 ep-
ochs before overfitting began. The pre-trained language models were tested on full
“random posts” set of RuSentiment. The resulting perplexity values are presented
in Table 2 in the last column. The language model trained on Twitter corpus per-
forms best on RuSentiment dataset that was expected as language styles of corpora
coincide.
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Table 2: Results of training and fine-tuning ELMo

Training Perplexity Perplexity on
Data time Epochs on valid RuSentiment
Wiki 6 days 10 43.692 17,364.89
WMT News 14 days 10 49.876 360.97
Twitter 10 days 10 94.145 172.25
Fine-tuning of Twitter 15 min 4 159.2 —
on RuSentiment

Table 3 is presented for rough and fast estimation of the selected datasets sim-
ilarity. As a metric of comparison, a perplexity of a bi-gram language model was
chosen. The bi-gram model is to predict the conditional probability P(w,|w, - 1)
of a word w,, given the preceding word w,, — ;. AKenLM [3] was used as an implemen-
tation of the fast N-gram language model. The resulting perplexity values of bi-gram
models trained on a corresponding dataset are diagonal elements of Table 3. Other
elements show how accurately a bi-gram model from one specific domain (rows) pre-
dicts words of test set from another specific domain (columns). As shown in Table
3 the Twitter bi-gram language model predicts words of RuSentiment significantly
better than those trained on WMT News and Wiki. Simultaneously, RuSentiment
bi-gram model predicts words of Twitter dataset with quality comparable to model
trained on Twitter.

Table 3: The perplexity of word bi-gram models on testing sets

Bi-gram model\Data RuSentiment WMT News Twitter Wiki

RuSentiment 116.67 4,847.68 9,094.83 7,151.52
WMT News 369,864.24 640.55 | 434,928.31 10,381.87
Twitter 46,657.95 1,740.06 6,762.07 8,330.85
Wiki 189,929.95 1,583.86 | 197,762.66 1,586.13

4.2. Training classifiers

There are two main approaches for text classification: convolutional and recur-
rent networks. Therefore, consider SWCNN [7] and BiGRU [2], [5] basic architectures
of this paper.

The first model, shallow-and-wide convolutional neural network (SWCNN) illus-
trated in Fig. 1, sends non-trainable token embeddings to three convolutions with the
same number of filters and different kernel sizes, each of which is followed by batch
normalization layer [4], ReLU activation and global max pooling to reduce dimension-
ality. Pooled outputs are concatenated along the last dimension, and given to dense
layer followed by batch normalization and ReLU activation. The output is given
to classification dense layer also followed by batch normalization and softmax acti-
vation. Two dropout layers are placed directly before dense layers, and kernels are
L2-regularized [14].
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Bidirectional GRU (BiGRU) is demonstrated in Fig. 2. Non-trainable token em-
beddings are sent to bidirectional GRU layer which is followed by global max and av-
erage pooling. Pooled outputs are concatenated with two last states from BiGRU, and
sent to dense layer followed by ReLU activation. Then output is given to the last clas-
sification dense layer followed by softmax activation. Two dropout layers are placed
directly before dense layers, and kernels are also L2-regularized.

Embedding
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Figure 1: Shallow-and-wide CNN Figure 2: Bidirectional GRU

Baseline models are two networks of the above described architectures trained
upon pre-trained fastText embeddings of dimensionality 300. The fastText skipgram
model of official language style was trained on Russian Wikipedia and news corpora,
fastText skpigram conversational style model was trained on Twitter dataset, both
fastText models are available for downloading®. To explore domain-dependency of
language models we also consider neural networks receiving token ELMo representa-
tions of dimensionality 1,024. The target metric is weighted F1-score, training is due
to excess of patience limit.

All the experiments were conducted with the same parameters. Convolutional
layers had 256 filters and kernels of sizes 3, 5, 7 while BiGRU layer had 256 units.
The first dense layer had 100 units for both networks. Patience limit was set to 2, and
maximum number of epochs was equal to 10. SWCNN models were strongly regular-
ized with dropout rate of 0.5 and L2-coefficients 1072 and 10~2 for convolutional and
dense kernels. BiGRU model had dropout rate of 0.2, and L2-coefficient 10~° for both
recurrent and dense kernels.
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Table 4: Resulting scores on RuSentiment with different embeddings

Validation Test

Model Embeddings Fl-weighted Fl-weighted
Rogers et al. [20] fastText VK — 72.80
SWCNN fastText Wiki+News 67.84 70.27
BiGRU fastText Wiki+News 69.54 71.74
SWCNN fastText Twitter 70.91 73.03
BiGRU fastText Twitter 72.62 74.45
SWCNN ELMo WMT News 70.27 72.42
BiGRU ELMo WMT News 70.15 71.37
SWCNN ELMo Wiki 68.11 71.28
BiGRU ELMo Wiki 66.55 69.47
SWCNN ELMo Twitter 75.40 78.50
BiGRU ELMo Twitter 75.89 77.62
SWCNN ELMo Fine-tuned 74.74 77.98
BiGRU ELMo Fine-tuned 75.75 77.19

Each experiment was run for 4 times, the resulting averaged weighted F1-scores
are presented in Table 4. For fastText embeddings BiGRU shows better than SWCNN
results while for ELMo convolutional models outperform recurrent. Embedding mod-
els corresponding to official and journalistic language styles have almost the same
scores with original paper [20] (71.7 weighted F1-scores when “pre-selected posts”
were not used). Although fastText embeddings trained on Twitter dataset for both ar-
chitectures beat not only baseline from [20] but all the models trained on domains
of official (Wiki) and journalistic (News) styles, they are significantly transcended
by conversational (Twitter) embeddings from language models. The best results (al-
most 6 points higher than previous state-of-the-art) are enriched by shallow-and-wide
convolutional network trained on top of embeddings from Twitter language model.

5. Discussion

We have trained two popular architectures on 6 different embeddings of official,
journalistic and conversational language styles. As the domain of target sentiment
classification dataset is related to conversational language it was expected to obtain
better results for conversational embeddings but the rate of the increase of scores
is dramatic. Embeddings from language models not only appropriate but obligatory
to be used in classification tasks if the domain of language model and target prob-
lem are close. Let us demonstrate several examples which support the statement
in Table 5. One can pay attention to lexicon of the presented test samples, and which
domain of language embeddings is closer than others.
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Table 5: Examples of mistakes of models trained
on top of different embeddings

ELMo

Text sample Twitter

Bacuiuii 3e 6ect! positive | skip skip positive
BKYCHSIIIKA, OMHOM-HOM positive | neutral | skip positive
ToTHEeUIMM 3a1TKBap Ha3HayaTh HEKora

xopotiero ¢yTbosucTa cpasy rJiaBHbIM negative | neutral | neutral | negative

TPEHepOM «peaJsia»
s IIpOMeHsJIa Bac Ha AulioM! a erle

Ha MUHUCTepPCKOe TeCTUPOBaHUe U I'oC
ok3aMeHbl!!a 0 yncsa yxe ¢ JUIJIOMOM

B 3y6ax 6yay!!

Bce! 3aBTpa yseTraro Ha eBpo- 0 B IIOJIbILY
60J1eTh 3a cOOPHYIO poccuu!

HY KTO ellle Tellepb 3a1acT BOMPOCHI
«3a4eM HaMH dTa OJIUMITHaza?»

positive | positive | skip negative

positive | positive | neutral | neutral

neutral | negative | neutral | negative
«3a4€eM HaM CIIOPT BHICOKUX ZIOCTIIKE-

HUI?». BeJlb MOXKEM K€, KOT/la 3aXOTHM...

To summarize, we have introduced pre-trained Russian language models which
allow to perform better, and to be evidential we have demonstrated how embeddings
from language model outperform common fastText embeddings in Russian senti-
ment analysis task. Simultaneously, we have shown how significant the dependency
of quality on the language model’s domain is.
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