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Following recent success of neural language models in various downstream
language understanding tasks, including common sense reasoning, we in-
vestigate possible utility of such models in domain specific reasoning task—
proposing of preliminary diagnosis based on patient complains, presented
as natural language text. We demonstrate that language model, trained on the
texts collected from online medical forums posses significant accuracy in this
task (73% at top 10 suggestions), when evaluated on dataset, constructed
from clinical case reports, published in specialized medical journals. While
preliminary, these findings indicate a possible new method that can be used
to augment online symptoms checkers and clinical decision support systems.
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B cBA3K C HEQABHMM YCNEXOM HEMPOHHBLIX MOAENEN A3blKa B peLleHnn pas-
JNINYHBIX 3a4a4 MOHMMAaHNSA eCTECTBEHHOIMO A3bIKa, BKJIOYAs pacCyXaeHus
Ha OCHOBE 34pPaBOro CMbICNA, Mbl UCCEAYEM BO3MOXHYIO MOIE3HOCTb
Taknx Mogenen B 3agavye pacCyxaeHuin, cneundunyHbix oas npegMmeTHon
obnactu—npenBapuUTeNbHON MEAVLIMHCKON ANArHOCTUKM HAa OCHOBE Xa-
no6 naumeHTa, NPeACcTaBlEHHbIX B BUAE TEKCTA HA ECTECTBEHHOM A3bIKE.
Mbl 4EMOHCTPUPYEM, 4TO SI3bIKOBAsi MOAENb, OOyYEHHas Ha TEKCTax, Co-
OpaHHbIX Ha MeaunumHCKuX dopymax B IHTepHeTe, o6nanaet 3HaYNTESb-
HOW TOYHOCTbIO B BbIMONIHEHUW 3TOM 3aaa4n (73 % 13 10 ny4wmx npegnono-
XEHWI) NPU OLLEHKE MO HabopPy AaHHbIX, MOCTPOEHHOMY HAa OCHOBE OTHETOB
O KJIMHWYECKUX Ciyvyasx, onyb/MKOBaHHbLIX B CMeunanndmpoBaHHbIX Me-
OVLMHCKUX XYypHanax. 9Tn pe3ynbTaThl YKa3biBalOT HA BO3MOXHbIN HOBbIN
MeTo[, KOTOPbIA MOXHO MCMOMb30BaTh AN PACLUMPEHUS BO3MOXHOCTEN
OHNalH-NPOBEPKN CUMNTOMOB M CUCTEM NOAAEPXKKM NPUHATUS KIMHNYE-
CKNX PELLUEHNIA.

KnioueBble cnoBa: HelNpoHHas MOAesb A3blka, MeauuuHCKasa AnarHo-
CTUKA, CUCTEMbI MOAAEPXKKN MPUHATUSA KITMHNYECKUX PELLEHUN

1. Introduction

In this paper we consider the task of proposing preliminary diagnosis based
on patient complaints, presented as text in natural language (Russian). Such systems
are useful for their users, because they can give them better understanding on pos-
sible causes of their symptoms, as well as provide advice on the most appropriate point
of care. Currently, English-based symptom checkers have insufficient accuracy. Ac-
cording to recent studies [Semigran et al, 2015], most systems provide correct diag-
nosis first in 34% of cases, while average accuracy in top-20 (correct diagnosis within
the top 20 diagnoses given) is 58%.

While new tests were published [Razzaki et al, 2018] recently for Babylon Triage
and Diagnostic System, claiming near-human expert accuracy, these results are still
below that of best human doctors and concerns were raised about validity of pub-
lished results, due to methodological flaws [Fraser et al, 2018].

In recent years, approaches, based on deep learning gained popularity in the
field of medical diagnostics. While majority of applications of deep learning are in the
area of medical image processing tasks, end-to-end language processing diagnostic
approaches were also proposed. For example Deep Patient [ Miotto et al, 2016] system
uses auto-encoders to train representation of patient medical history and then pre-
dicts probability for a given patient to develop a new disease.

However, deep learning based models require huge amounts of training data
to reach good performance, and for the task, considered in this paper, such datasets
are very difficult to collect. Ideally, one want a dataset of 100,000 or more patient
complaints matched with clinically confirmed diagnosis. Such dataset is hard to cre-
ate because of privacy issues and even if these can be solved by anonimization, hospi-
tals rarely have full descriptions of patient conditions in their own words (as opposed
to description made by physician).
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It was suggested that big language models can learn useful knowledge from text
in completely unsupervised manner. In particular, [Trinh et al, 2018] demonstrated
that language models can obtain higher accuracy on Winograd Schema Challenge
[Levesque et al, 2012] then competing methods. It is tempting to assume that such
models can also learn domain specific knowledge.

In this paper we propose a method that learns diagnosis classification task us-
ing data found on online medical forums, where people discuss their health prob-
lems. Such data is available in abundance in Russian language and in many other
languages. Based on this data, this paper makes following contributions:

1. We develop term extraction model, that extracts mentions of diagnoses and

symptoms from online forum postings in Russian.

2. Using this model we construct Knowledge base (KB) based on co-occurrence

of diagnosis and symptoms in online forums

3. We train large language model on medical forums text collection

4. We compare co-occurrence based and new proposed language-model based

approaches to diagnosis prediction. Our findings indicate that language
model-based diagnosis prediction is superior to co-occurence baseline.

5. We demonstrate that diagnosis prediction from patient complaints, presented

as text in natural language can have accuracy comparable to current symptom
checkers based on series of multiple-choice questions

2. Related work

Symptom checkers usually use large hand-crafted knowledge bases (KB) of med-
ical facts, than need constant revision [Blum, et al, 1991]. Semi-automatic methods
for construction of such KBs were proposed [Ramnarayan et al, 2016], [Middleton
et al, 2016], that are based on co-occurrence statistics in PubMed, Wikipedia, and
Electronical Medical Records data. Drawbacks of these methods are requirements for
complex NLP pipelines to interpret data, and limited ability of co-occurrence statis-
tics to capture disease-symptom relationship, such as timing of symptom appearance.
During their operation, most symptom checkers use multiple choice lists to collect
symptoms, or allow to enter symptoms in natural language, but only one symptom
in time [Kafle et al, 2018]. And even with that restriction, to achieve free-form symp-
toms interpretation capability, complex paraphrase generation model are employed
to generate large number of paraphrases and then do look-up.

Such restrictions in data representation limit the extent to which symptom
checker can leverage information that user provides about specific circumstances
of the user and about disease development process. As a result, existing approaches
only achieve accuracy around 59% at top 10 diagnosis suggestions [Kafle et al, 2018]
and can not work with free-form descriptions of users conditions, that are typically
found in online forums.

Few authors attempted to use deep learning for solving natural language based
disease diagnosis problem. Current research is mostly focused on clinical question
answering [Hasan et al, 2016] and medical data mining [Barnickel et al, 2009];
[Mallory et al, 2015].
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3. Methods and algorithms

3.1. Datasets and data annotation

3.1.1. Online posting forums data

We used internal dataset of forum posts, collected from Russian online medical
forums during September 2018. Dataset contains descriptions of medical complaints,
discussions and advices from doctors on variety of medical topics. Total number of fo-
rum posts in the dataset is 30,756 (68 MB of UTF-8 encoded text).

We annotated mentions of diagnoses, symptoms and body parts in first 200 posts
(60,000 words) from this dataset, and made separate training and test set (45,000
words training and 15,000 words test).

3.1.2. Diagnosis prediction test set

We collected 50 case reports published in Russian medical journals, for 50 dif-
ferent medical conditions randomly selected from list of diagnoses found in online fo-
rums. Each case report has final diagnosis verified by careful medical evaluation. For
dataset construction, for each case report, patient complaints, described in that case
report were rewritten using informal language by the person without special medical
knowledge (as if written from patient perspective). In this way, we are trying to avoid
systematic bias of having test set prepared by doctors (rather then lay persons for whom
system is intended), which was one of important methodological issues with previous
evaluation methodologies [Fraser et al, 2018]. In the same way, we avoid possible bias
that can be introduced by having fictional cases that generally fit diagnosis criteria, but
not based on real data, because we use data from real cases with clinically confirmed
diagnosis. While larger test set is desirable, it is very labor-intensive to construct, and
similar studies has used dataset of comparable size before [Semigran, 2015]; [Kafle
et al, 2018], thus we consider it to be acceptable for preliminary studies.

3.2. Language model

Language modeling (LM) is one of the important tasks of natural language pro-
cessing. The task involves predicting the (n+1)th token in a sequence given the n pre-
ceding tokens, where tokens can be words, subwords or characters. More formally, the
goal of a language model is to estimate a distribution P(x,,) over sequences of tokens
(g X5 ooer Xp)-

The joint distribution over long text spans can then be represented as a product
of the predictive distribution over tokens conditioned on the preceding tokens:

T
P(xo.r) = np(xt V Xo.t-1) @
t=0

Neural language models [Sutskever et al, 2011] usually use recurrent neural net-
works (RNN) for sequence modeling. Given a sequence of vectors {x(t)}, where t=1..T,
an RNN computes memory and output sequences:
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h(® = f(Wx(@®) + Vh(t=1) + b) (&)

y@© =gWUh® + o €)

where f is a nonlinear function, such as the sigmoid or hyperbolic tangent function
and g is the output function. W and V are weight matrices between the input and hid-
den layer, and between the hidden units. U is the output weight matrix, b and ¢ are
bias vectors connected to hidden and output units. h(0) in equation (1) can be set
to constant value that is chosen arbitrary or trained by backpropagation.

Recently, it was shown that by learning to predict the next character given previ-
ous characters, neural network based language models can learn internal representa-
tions that capture syntactic and semantic properties [Radford et al, 2017].

We use Long Short Term Memory (LSTM) [Hochreiter et al, 1997] based neural
network. The structure of the LSTM [9] allows it to train on problems with long term
dependencies. In LSTM simple activation function f from above is replaced with com-
posite LSTM activation function. Each LSTM hidden unit is augmented with a state
variable s(t) The hidden layer activations correspond to the ‘memory cells’ scaled
by the activations of the ‘output gates’ o and computed in following way:

h(® = o© x flc(®) “@

c® =d® x (=1 +i®) X f(Wx@® + Vh(E-1) + b) 5)

where X denotes element-wise multiplication, d(t) is dynamic activation function that
scales state by “forget gate” and i(t) is activation of input gate.

We train LSTM-based character level language model with 3 hidden layers, with
3,192 LSTM cells per each layer. Given that it is hard to capture all basic language
structure with relatively small dataset, we pre-trained our model on subset of Russian
Wikipedia, containing 2 billion characters. Model was trained by using truncated back-
propogation thought time with learning rate controlled by Adam [Kingma et al, 2014]
algorithm. We halted training by tracking the performance on the validation set, stop-
ping when negligible gains were observed. Then, we use trained weights to initialize
new model, that was trained on medical forums texts.

3.3. Diagnoses and symptoms extraction

We trained the sequence tagging model using mini-batch gradient descent with
one sentence per mini-batch. We used simple learning rate annealing method in which
we multiple the learning rate by 0.85 if test loss does not fall for 2 consecutive epochs.
By performing model selection on separate development set, we found optimal number
of hidden units per layer of the LSTM to be 128, and the number of LSTM layers to be 2.

We used two different sets of input features—word embeddings trained over fo-
rum texts using word2vec algorithm [Mikolov et al, 2013] and activations of last layer
of LSTM language model.
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3.4. Co-occurrence based diagnosis prediction

We first extracted all diagnoses from forum data using trained extraction
model. We then manually assigned ICD-10 (International Statistical Classification
of Diseases and Related Health Problems, revision 10) codes to each unique term ex-
tracted. We then took top 200 most frequent diagnoses and calculated co-occurrence
table with symptoms, where symptoms were listed as mentioned in the text, without
normalization.

To predict diagnosis for a new text, we first extract all mentioned symptoms and
then find top 40 most similar entries in symptoms/diagnoses co-occurrence table, us-
ing cosine similarity between symptoms embeddings, obtained by summing embed-
dings of each word for a given symptom. Each diagnosis in the list was scored accord-
ing to the number of matched symptoms and extend to which individual symptoms
were similar. We use this method as baseline to compare against language model
based method.

3.5. Language model based diagnosis prediction

Following previously proposed approaches for common-sense reasoning [Trinh
et al, 2018], we concatenate full description of person’s condition with diagnosis and
compute joint probability of resulting text using trained language model.

3.6. Evaluation metrics

For measuring quality of term extraction models we use F-measure, computed
using Proportional Overlap—a metric that imparts a partial correctness, proportional
to the overlapping amount, for each match [Irsoy and Cardie, 2014].

For measure of diagnostic accuracy, our main outcomes were whether the system
listed the correct diagnosis first or within the first 10 of potential diagnoses.This met-
ric sometimes defined as diagnosis recall at top N [Middleton et al, 2016], while other
authors use the term “diagnostic accuracy at top N” [Semigran et al, 2015], [Kafle et al,
2018]. We will use the term diagnostic accuracy here. The choice of metric is dictated
by the need to compare our results to others and the fact that text descriptions alone
do not provide enough information to exclude all possible causes but one, so we are in-
terested to measure the ability of system to successfully narrow list of possible causes
to a few possibilities.
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4. Results and discussion

4.1. Extraction of diagnoses and symptoms mentions

After training terms extraction model, we obtained results, presented in Table 1.

Table 1. Term extraction accuracy

Input features type F1, diagnosis F1, symptom
Word2vec trained on forum data 0.55 0.65
Word2vec trained on Wikipedia 0.51 0.58
Activations of language model top layer 0.50 0.59
(Wikipedia)

Activations of language model top layer (pre- 0.57 0.68

trained on Wikipedia, fine-tuned on forum posts)

We observe that using language model contextual embeddings improves term ex-
traction accuracy, although these improvements are relatively minor and only present
when model is fine-tuned on in-domain texts. We found that term extraction models
that use language model features generally have high precision (0.75 for diagnosis)
compared to models that use skip-gram embeddings (0.62), which makes language
model features based models more suitable for construction of co-occurence tables.

4.2. Accuracy of diagnosis prediction

Results of diagnosis prediction on test set are presented in Table 2. We found that
accuracy of language-model based method is superior to that of simple co-occurrence
baseline, suggesting that language model is capable of leverage additional informa-
tion contained in descriptions of patients conditions, that is not present in co-occur-
rence statistics and skip-gram based word embeddings.

Another surprising finding is that accuracy that we obtained from such a noisy
dataset is generally high and comparable to that of much more complex systems [Kafle
et al, 2018], even through our system operates directly on natural language descrip-
tions and is not allowed to ask additional questions to the user.

We also found that model trained on Wikipedia alone does not have good per-
formance, and using forum posts alone also leads to low accuracy, while fine-tuning
Wikipedia model on forum posts leads to superior performance. This could be due
to the fact that random subsample of Wikipedia contains very few medical facts
(it mostly contains history, sports, and media topics) but is helpful for acquiring rep-
resentations of basic natural language structure.

It is worth noting, that are goal here is not to achieve better accuracy per se, but
to establish if unsupervised learning based on language model can obtain knowledge
useful for the task of diagnosis prediction. While supervised methods may well be ca-
pable of obtaining better accuracy given proper training set, our focus here is primary
on unsupervised learning.
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Table 2. Accuracy of diagnosis prediction

Diagnostic Diagnostic

accuracy @ accuracy @
Method topl topl0
Co-occurrence + similarity of symptoms 22% 58%
Language model (trained on wikipedia) 1% 5%
Language model (trained on forum posts) 10% 45%
Language model (pre-trained on Wikipedia, fine- | 33% 73%
tuned on forum posts)

4.3. Analysis of individual cases and failure modes

In this sections we examine sample results from the system on 3 test cases and
analyze possible causes of failures.

Casel
In the first case the following description was presented to the system:

«Y mens makas cumyayus. /fukue 602u 8 snuzacmpansHoll obaacmu, 6oabule
ce8a, om nodxucesy0OUHOU 8HU3 K KUlLeUHUKY. OmpblycKd, Memeopusm,
3anopbsl; 80 8pems npucmynog—paccmpotiicmea ycesyoka. boau 0o edvt

u nocsie(c maxcecmuio)»

(approximate English translation: “I have this situation. Wild pain in the
Epgaastrin area, more left, from the pancreas down to the intestines. belching,
flatulence, constipation; During the attacks-indigestion. Pain before and after
eating (with weight)”)

Correct diagnosis in this case was the diagnosis of “gastritis”, which coincides
with the first diagnosis proposed by the system. However, it should be noted that the
diagnosis of gastritis in this case is not particularly difficult. Among all the sugges-

tions in top 10 plausible options were “colitis”, “pancreatitis”, “reflux disease”. How-
ever, system also suggested improbable diagnoses, such as “thyroiditis”.

Case 2
«nepuleHue 8 2opJie, ycUleHue KAulis ¢ HebonbWUM KOAUUeCMBOM
MOKPOMbL €ep08aImoz0 ygemad, nogvluleHue memnepanypsl meaa
00 37,8 °C, nomausocms. B meuenue npumepHo 25 iem becnokoum kauiev,
NpeuMyuieCmeeHHo N0 ympam, ¢ HebobUUM KOJUUECTIBOM MOKPOMbL»
(“Sore throat, increased cough with a small amount of sputum grayish color,
increased body temperature up to 37,8°C, sweating. For about 25 years, worries
cough, mostly in the mornings, with a little sputum”)

The description for this case was compiled on the basis of an article in the Medi-
cal Journal (Internal Medicine Archive No. 2 (22) 2015-“Clinical case of tuberculosis
development under the mask of exacerbation of chronic bronchitis”). As the title of the
paper suggests, the reference diagnosis in this case was tuberculosis. We consider the
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answer of the system in this case to be correct, because the diagnosis of tuberculo-
sis is present in the top 10 suggestions, despite the fact that it is in the ninth place,
after bronchitis, common cold, and other respiratory diseases. According to the pa-
per, the diagnosis of tuberculosis in this case poses difficulties, and it was not estab-
lished by a physician, initially despite the fact that he had the opportunity to accu-
rately examine the patient and conduct laboratory tests, while the system relies solely
on a short description.

Case 3
«[Tomeps cO3HAHUSA, NPOOOANCABWAACA 4 MUH, CONPOBOHCOABULASCS
cydopozamil, Komopble OUAUCH OKOJO 4 ¢, 3ameM YMUXAAU U NOMOM CHOB8A
noseasuUcy ewe 1-2 pasa, a saamem ucue3asiu, 3agedeHuem 21a3HbLX 070K
868epXx, CIHOHOOMOe leHUeM, NPUKYCbIBAHUEM A3bIKA, NOCMNPUCTYNHOTL
COHIUBOCMBIO, NOBblULEHUEM Memnepamypbl meaa 0o 37,1°C. Ucmopus
pasgumus Hacmosiujezo 3abosesanusi. [lepswlil npucmyn npousoute
26 ageycma 2013 2. 6e3 8udumoil npuuuHsl. BonbHOU 8 3M0 8pemst 0mobLXAN
Ha mope, 3azopan Ha nasivce. Co 08 e20 mamepu, npucmyn 0auncs 1 Mum:
ommeuanocs 3agedeHue 21a3HbLX 010K 88ePX, «<NOMPSCbLBAHUE» BCe20 Med,
CHauana Hoz, 3amem pykK, uepe3 HecKONbKO CeKyHO NosS8UNACL NeHd U30 pma,
HeMHO020 obmouuncs. Cam nayueHm He NOMHUM NPUCTLYTL»
(“The loss of consciousness lasted 4 minutes, accompanied by convulsions,
which lasted about 4 s, then calmed down and then reappeared again 1-2 times,
and then disappeared, the establishment of eyeballs up, salivation, the bite
of the tongue, drowsiness, increase of body temperature up to 37,1°C. History
of development of the present disease. The first attack occurred on August 26,
2013 for no apparent reason. The patient at this time rested on the seaq,
sunbathing on the beach. From the words of his mother, the attack lasted
1 minute: It was noted the establishment of eyeballs up, "shaking the whole
body, first legs, then hands, after a few seconds appeared foam from the mouth,
a little wet. The patient himself does not remember the attack”)

This description is also an adaptation of the description of the clinical case
of epilepsy. Despite the fact that in this case the assumption of the diagnosis of “epi-
lepsy” is not particularly difficult for a human doctor, the correct diagnosis was not

” o«

in to 10 suggestions. Among the suggestions in this case were: “hypothermia”, “ar-
rhythmia”, “mitral valve prolapse”, “anxiety disorder” and “depression”. It is notewor-
thy that this description is long and poorly adapted, as it contains the text of the de-
scription of the doctor rather than the patient. As an experiment, we introduced only
a part of this description beginning with the fragment “from the words of his mother”
In this case correct diagnosis was obtained on 2™ place, following allergic reaction
(anaphylaxis). We hypothesize, that language model may have difficulties in process-
ing too long texts where it is hard to select relevant symptoms, which can be mitigated

in the future by using attention-based language model.
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Conclusions

1. We found that texts, posted in online medical forums can be valuable source
of data for training symptoms checkers (diagnosis prediction models), despite
their noisy content.

2. Language-model based systems, trained on online medical forums posts, have
considerable (73% at top-10) accuracy in detecting correct diagnosis based
on user’s natural language description of medical condition. This accuracy
exceeds that of simple co-occurence based baseline model and possibly ap-
proaches accuracy of more complex symptom checkers, for chronic conditions,
while still being inferior in diagnosing acute medical emergencies.

3. In line with previous findings, language-model features in form of activations
of LSTM top layer hidden units improve medical term extraction accuracy, al-
beit to a small extent.

4. Insummary, our findings, while being preliminary, seems to indicate thatlarge
language models can acquire significant domain-specific knowledge, possibly
pointing to a completely new way for improving existing diagnostic systems.
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