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In this paper we study approaches to assessing the quality of student theses
in pedagogics. We consider a specific subtask in thesis scoring of estimating
its adherence to the thesis’s theme. The special document (theme header)
comprising the theme, aim, object, tasks of the thesis is formed. The theme
adherence is calculated as the similarity value between the theme header
and thesis segments. For evaluation we order theses in the increased value
of the calculated theme adherence and compare the ordering with expert
grades using the average precision measure. The best configuration for the-
ses ranking is based on the weighted averaged sum of word embeddings
(word2vec) and keywords extracted from the theme header.
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B naHHOW cTaTbe n3y4alocs NoAX04bl K OLLEHKE Ka4eCcTBa CTyAEeHYECKMX Bbl-
nyckHblx paboT no neparoruvke. PaccmaTpuBaeTcs noasanaya onpegene-
HUS COOTBETCTBUS TekcTa Teme paboThl. [1nsg aToro dopmmnpyeTcs cneum-
aNbHbI JOKYMEHT (TEMATUYECKUIA 3aronoBOK), coaepXalmin Temy, Lesb,
006beKT, 3aga4m paboTbl. COOTBETCTBME TEME PACCUYUTLIBAETCS Kak 3HaYe-
HWEe CXOACTBAa MeXAy TEMATUYECKMM 3arosl0BKOM U CerMeHTamm paboThl.
[ns oueHMBaHUS Mbl ynopsigoymaemM paboThl MO BO3pacTaHUIO 3HAYeHUI
COOTBETCTBUS TEME M CPABHMBAEM MOJTyHEHHbIN NOPSA0K C OLeHKaMU 3KC-
nepToB, UCNOMb3Yysi MEPY CPEOHEN TOYHOCTU.

KnioueBble cnosa: oLeHnBaHve BbIMYCKHbIX KBaNMOUKaLMOHHbIX pa60T, anc-
TpVI6yTI/IBHO€ npepncrassieHne CNoB, KOCMHYCHadA Mepa 6/1130CTN, OHTONOIUSA
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1. Introduction

Currently, proper assessment of a student thesis (bachelor or magister) can
be a very difficult task because of availability of various informational resources in In-
ternet, which can be plagiarized by a student. It can seem that a thesis is well-done,
but in fact the share of student own work is minimal. In order to detect borrowings
in the thesis texts, so-called plagiarism detection systems (antiplagiat.ru, etxt.ru)
have become widespread, which allow determining the percentage of borrowings
either on the basis of their own source database or by analyzing the global search
engine results (Yandex, Google) [7].

However, the quality requirements to a student thesis are not limited to plagia-
rism restrictions. The requirements include such important characteristics of a work
as the theoretical and practical significance, elements of novelty in the work, knowl-
edge of the modern literature on the research topic, consistency in the presentation
of the material, the scientific style of presentation, and others. Checking these re-
quirements could be automated in order to provide an expert with data on different
characteristics of student works. The task of automated assessment can be compared
to such a known task as automatic essay scoring [5], [6], [14], when student essays
to specific topics should be assessed. But also, there are significant distinctions be-
tween thesis assessment and essay scoring tasks.

One of important characteristics of a student thesis is its relatedness to the thesis
theme. The proclaimed theme is usually concretized in the following terms: aim of the
study, object of the study, and the tasks of the work. It is possible to gather all these
information into so-called theme header. It is usually supposed that a student should
develop the theme and its details in the presented work. So, there is a subtask of thesis
scoring to assess its adherence to the theme header. In the essay scoring, this subtask
corresponds to the prompt relatedness subtask [6], [11].

In this paper, we study approaches to determining the relatedness between the
theme header and student thesis in pedagogics. To evaluate the methods, we have the
collection of 40 thousand student theses, 120 student theses among them have double
expert scores. The aim of the assessment is as follows: if low relatedness is detected,
then the problems should be visualized to experts and some penalties to the overall
score for this work should be proposed by the system. We use several means for as-
sessing relatedness including word embeddings and a thesaurus providing knowledge
about domain term relations. As a thesaurus, we use Ontology on Natural Sciences
and Technologies [4], where the pedagogics domain terms have been introduced.

We consider theme adherence as one of factors needed to be calculated for com-
prehensive assessment of student thesis. Also thesis fragments that found irrelevant
to the thesis theme are considered as good candidates for plagiarism analysis.

2. Related Works

For assessing the quality of scientific papers, Osipov et al. [10] discuss such
characteristics as the presence of the necessary sections (introduction, problem state-
ment, list of references, etc.); scientific and non-scientific vocabularies; the presence
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of logical and semantic defects in the text of a scientific publication; selecting au-
thor’s terms—new concepts defined by the authors of publications; highlighting the
results presented in publications etc. Some authors study methods for the recognition
of artificially generated scientific papers [2], [3], [8].

In the essay scoring, the most similar to our task is the task of prompt adherence that
is assessing how the essay content corresponds to the announced essay topic [6], [11].

In [6] the Relatedness to Prompt feature is studied. The text of a essey fragment
and the prompt (text of the essay question) must be related. If this relationship does not
exist, this is perhaps evidence that the student has written an off-topic essay. The assess-
ment was made for each sentence. The quality of the assessment was evaluated using
double expert annotation for specific sentences. Most features proposed in this work are
based on so-called Random indexing [13]. Random Indexing is a vector-based semantic
representation system similar to Latent Semantic Analysis. In the current work, Ran-
dom Indexing (RI) semantic space is trained on about 30 million words of newswire
text. RI similarity to prompt for a sentence measures to what extent the sentence con-
tains terms in the same semantic domain as compared to those found in the prompt. The
SVM-classifier is trained on the calculated features and labeled data.

Persing and Ng [11] continue the study of the prompt relatedness in essay scoring
using more diverse features. They try to predict the prompt relatedness for the whole
essay, not for a single sentence. The predicted score ranges from one to four points
at half-point intervals. 830 argumentative essays were annotated using a numerical
score from one to four. Persing and Ng consider the task as a regression problem. Seven
types of features were utilized in prompt-specific regressors based on linear SVM. Be-
sides the random indexing features from the previous work, the authors used lemma-
tized unigram, bigram, and trigram similarity; thesis clarity keywords, which are the
subdivision of the initial prompt to logical parts; LDA statistically generated topics.

3. Task, Data and Preprocessing

For experiments we usethe collection 40 thousand theses in pedagogics from
various universities defended in 2017-2018 (further FullCollection). 120 theses from
this collection have double scores from two experts belonging to different institutions
(further AnnotatedCollection). This collection is new and the current study is the first
one based on this collection.

The theses have similar structure. They include several parts: introduction, two-
three chapters, sometimes recommendations, conclusion, appendices. In the intro-
duction, a student introduces the theme of the thesis, the aim, the object, and the
tasks of the work. The first chapter presents the survey of theoretical studies related
to the theme of the work. The second and third chapters often describe practical ex-
periments carried out by the student.

To have more information about the thesis’ theme, we gather the above-men-
tioned structural elements (the theme, aim, object, and tasks of the thesis) into a spe-
cific document called theme header. The theme header conveys the main idea and
direction of the thesis. It is clear that all parts of the thesis should correspond to the
theme header in some extent. In this paper we assess how the first chapter of the
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thesis, survey, is related to the theme header. We extract the theme header and chap-
ters of the thesis using a specialized vocabulary and patterns. Figure 1 presents an ex-
ample of a theme header.

3ATONOBOK = Be3onacHoCTL M KM3HECTOWKOCTE CTyAeHToB flpocnaeckoro pafocTpOMTENLHOrO KOANemxa
e obpazoBaTencHoMm npouecce

UENb = - onpepeneHue Be30NacHOCTM M XKM3HECTOWKOCTHM CTyAeHToB flpocnaBckoro [pajocTpOMTEnbHOro
Konnegxka B obpa3oBaTenbHOM npouecce.

OBBLEKT WCCNEOOBAHWMA = - xuznecTolkocTe cTyfgeHToE ATK v GezonacHocTs oOBpa30BATENBHOrO MPOUECCA.
NPEAMET WCCNENOBAHMA = - pawHamuka ocobeHHOCTel XM3HeCTOWKOCTM CTyAeHToB flpocnaBckoro
rpanocTpoMTenbHOro Konnegxa. besonacHocTe obpascBaTenbHoro npouecca.

AKTYANBHOCTE = akTyanbHOCTE TeMsl MCCNEACBAHMA 3aKNWYHaWTCA B TOM, 4TO B OKpyXalliem Hac Mupe
BCerja CywecTBOBaNO W CYWeCTBYET, MHOMO ONacHOCTeH, HO OHWM HEJOCTATOYHO paccMaTpMBanWce Mog
YrnoM BAMAHMA Ha 0ObEKTH M BOSHUKaKWWME NpW 3ToM npobnemel Be3lonacHocTu. MCnonb3yAa cMCTEMHBIN
noaxof, Heobxoawmo rny60oKo NpoaHanM3MpoOBaTb WM BblAeNWTb ODbLeKTl, Ha KOTOphie BO3ASACTBYHT
ONacHOCTHM, a TakKe MpeanoXWTe MYTW pewsHui npobnem 6e30MacHOCTM W MOBHIWSHWA KWSHECTOWKOCTH.
Pewenne 3aja4 COBpeMeEHHOro KoMnaekca npobnem He3onacHOCTM MokeT OuTb MOMAy4YeHO Ha OcCHoBe obwei
Teopun besonacHoCTH.

3AJAYM = 1. Ha ocHoBe TeOpeTHYECKOrO aHanu3a onpefenuThk KPUTEPUM M YCNOBMA GOPMUPOBAaHHWA
HWSHECTONKOCTH CTyfAeHTOB M DezonacHocTu obpazoeaTentHoro npouecca. 2. BebpaTe meTogukm,
HanpaBNeHHEIE Ha BHABNEHME BhIPAXEHHOCTHM KOMMOHEHTOB KM3HECTOWKOCTH W He3onacHOCTH
obpazoeaTencHoro npouecca. 3.BuABMTE pa3nuyMA B YPOBHE WM COAEPXaHMM KM3HECTOWKOCTHM CTYAEHTOB
1w 2 kypca cneuuancHocTeil «ABToMexaHwk» M «Cnecape MO PeMOHTY CTPOMTENEHHX MAWKMH?® B TeYeHWe
2015- 2017 rr. 4. MNpoBecTu aHanusz M CASNaTk BHIBOI.

TITLE = Safety and resilience of students of the Yaroslavl Town Planning College in the
educational process.

GOAL = - Definition of safety and resilience of students of the Yaroslavl Town Planning
College in the educational process.

OBJECT = - Student resilience of YTPC and safety of the educational process.

SUBJECT = - The dynamics of the characteristics of the student resilience of the Yaroslavl

Town Planning College. Safety of the educational process.

SIGNIFICANCE = The significance of the research topic lies in the fact that in the world
around us there always existed and there are many dangers, but they were not sufficiently
considered from the angle of influence on objects and the security problems arising from
this. Using a systematic approach, it is necessary to deeply analyze and identify objects
that are affected by hazards, as well as to offer solutions to safety problems and improve
resilience. The solution of the problems of the modern complex of security problems can be
obtained on the basis of the general theory of security.

TASKS = 1. On the basis of theoretical analysis to determine the criteria and conditions for
the formation of the student resilience and the safety of the educational process. 2. Choose
methods aimed at identifying the severity of the components of the resilience and safety of
the educational process. 3. Identify differences in the level and content of resilience of
students 1 and 2 courses of specialties "Auto Mechanic™ and "Mechanic on the repair of
construction machines"” during 2015-2017. 4. To analyze and draw conclusions.

Figure 1: Theme header for thesis “Safety and resilience of students
of the Yaroslavl Town Planning College in the educational process”

The similarity between the theme header in a thesis and the prompt in essay
writing can be seen. But the difference between two tasks: relatedness of a thesis to its
theme header and an essay to the prompt is also significant:

¢ The theme elements are written by a student and can be poorly worded but the
prompt in essay writing is formulated by professionals,

¢ There can be many essays for a given prompt. Therefore some methods can be spe-
cially tuned for a specific prompt [ 1]. The student thesis’s theme header is unique,

* The survey chapters are much longer than essays. In our data, they contain 250
sentences on average. Also, the theme headers are in most cases much longer
than usual essay prompts,

* The survey chapters are never pervasive or argumentative in contrast to essays.
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In the current study, we do not have any manual annotation of the theme relat-
edness of the first chapters. For evaluation, we use the overall score given to a thesis
by two professional experts according to 2-5 scale, where 5 is the maximum grade
in the scale. We suppose that low-scored theses should also have some problems in its
surveys. As an example of “bad” segments for the same thesis, the theme header
of which was presented, see Figure 2.

3abuBan © OYXOBHOCTH KaXAOW MBICAM W Kawaoro AeWcTBMA, O LyXOBHOCTH MOCTHKEHMA LEHHOCTEH MWpa,
Henoeek BLICTPO MHMTCA K rnobaneHoW kKaTacTpode, BOOPYXeHHBIW A0 2yOOBE AOCTHHEHWAMM
Hay4HO-TEXHU4YECKOrO MPOrpecca MOCNefHero CTONETWA.

MpoHMSLIBaKWEA BCe MONE3HOCTE M BBIN043, HAAeK4s H3 CKOPHE HOBLHIE MPOPHEH B ganbHedweM «o8y3naHun»
u rpaBexe [pupofsl AenawT XPOHWUHECKW HECBOEBPEMEHHHIM M 3aTPYAHUTENbHHM (GOPMUPOBEHWE
MWUpOBO33peHYecKoi anbTepHaTuBe. Hayka, Kak M BNacTek, OASBUMCE B OfMUManbHble CTPYKTYpsl, pa3aasan
HYMHEL M ABTOPUTETHl, XECTKO CAeAWT 3a «npoTokonom». (pawMBasck € BAACTbW, OHa CNYKAT ed BEpoi M
npaenoif, Co3AaBaA AecATKM HanpaBNeHWH pas3nWyHbX MASaNM3IMOM M MaTepHanu3Me B, HO, B KOHE4HOM
MTOre, MCMNOBEAYA PAUMOHANU3IM M Kak eBce obuecTea noTpebnewua - mepkaHTunuzm. B pesynetate [lpupogy
pacTauMnn no KyckaMm B AMCLUWIIMHAPHEIE HWWM, OrOpPOAMAM STW HWWKM pasHoro poga Taby, cosganu
JIOKAMBHLIE ASBIKK.

Forgetting about the spirituwality of every thought and every action, about the spirituality of
comprehending the walues of the world, a human quickly rushes to a global catastrophe, armed to
the teeth with the achievements of the scientific and technological progress of the last century
The pervasive utility and benefit, hopes for speedy new breakthroughs in further “curbing” and
robbery of Nature make chronically untimely and difficult the formation of ideological
alternatives. Science, like governance, dressed in official structures, handing out ranks and
authorities, strictly follows the “protocol”. Merging with power, it serves it faithfully,
creating dozens of different directions of idealism and materialism in, but, ultimately,
professing rationalism and, like all consumer societies, mercantilism. As a result, Nature was
dragged apart in pieces into disciplinary niches, fenced in these niches of various sorts of
taboos, created local languages.

Figure 2: “Bad” segment for thesis “Safety and resilience of students
of the Yaroslavl Town Planning College in the educational process”

We order all the theses according to the increase of the automatic scores of theme
relatedness and evaluate methods of theme relatedness calculation using Average
precision of 2-grade in the first positions of the created ranking. Table 1 shows the
distribution of grades in 120 theses. Table 2 shows the deviation between grades
of two experts. We calculate the Average precision measures according to the minimal
grades of the theses. Thus, a thesis should have at least one 2 grade to be considered
as a correct result in the beginning of the calculated rating.

Table 1: Distribution of marks in student theses

Number of theses with Number of theses with
minimal mark maximal mark
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Table 2: Deviations between thesis marks

Points of difference Number of works

0 49
1 51
2 16
3 4

As preprocessing, we use the procedure of segmenting the whole chapter to the-
matic fragments. Then we calculate similarity between specific segments and the
theme header. The overall score of the theme relatedness of a chapter is based on av-
eraging segment scores of this chapter.

4. Segmentation of Thesis Chapter to Thematic Fragments

The thematic segmentation module should break up a long sequence of the text
into segments so that the sentences in one segment are thematically similar, and the
boundaries of the segments signal a violation of connectivity between blocks of text.
This procedure is based on the TopicTiling algorithm [12]. For splitting the text into
segments, a procedure for assessing connectivity violations has been implemented,
which is applied to each sentence. Based on the values of this metric, selection of sepa-
rating sentences is carried out, which become the beginnings of segments. The proce-
dure for assessing connectivity violation is as follows.

For each sentence, its “left” and “right” contexts with the length of w sentences
are considered (sentences having the length of less than k words are ignored). For
each sentence from the context, its vector representation is calculated using word2vec
[9]. The weighted average of the word embeddings based on idf multiplier is calcu-
lated. Using cosine similarity, the similarity of all pairwise combinations of sentences
between the “left” and “right” context is calculated. Based on these values, the coher-
ence score is calculated by averaging all the similarities—coherence_score.

1
coherence score = — similarity (v, v, 1
score = LSS simitarity(o. v, 0
U] Uy
After each sentence has its coherence_score calculated, in the second pass for each
sentence its depth_score value is calculated using the following formula.

depth_score(s) = 0.5 * (top_left + top_right — 2 * coherence_score(s;)) 2

Where top_left is the peak value of coherence_score to the left of the sentence, in non-
descending order, top_right calculated by analogy.

The mean value and variance are calculated for the depth_score vector, on the ba-
sis of which the threshold values are chosen for the selection of candidate-sentences.
If the depth_score of sentence is above the threshold and no separating sentences were
selected in the neighborhood of several sentences, then this sentence is chosen as the
separator. sentences are considered in the order of their depth_score values. Thus, after
completing the procedure described above, the source text is broken up into segments.
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5. Methods of Assessing Theme Adherence

5.1. Preprocessing

The text of the thesis was pre-processed as follows:

* The whole text was lemmatised and stop words were removed. The frequency
characteristics of the words were calculated and the idf values were obtained;

¢ In addition, some words were removed from the text of the theme header based
on a part of speech: verbs, adjectives and functional parts of speech.

e The procedure of extracting the concepts was carried out using the ontology [4].
Thus for each sentence there is a list of concepts contained in it. For concepts, idf
was also counted;

¢ The word2vec model was trained on full collection of the theses, which contains
40 thousand documents. The parameters are: CBOW, vector length is 150, win-
dow size is 10. The training was conducted using the python gensim package;!

As an additional source of information about the domain, we use the ontology
on natural sciences and technologies [4], which comprises terms of scientific fields
(mathematics, physics, chemistry, geology, astronomy etc.) and terms of technologi-
cal domains (oil and gas, power stations, cosmic technologies, aircrafts, etc.). Cur-
rently, about 6,500 terms (including term variants) were added to OENT to describe
the pedagogics domain.

The main unit of the ontology is a concept, which has a unique name, the set
of text entries, which express this concept in the text, and concept relations. For ex-
ample, the concept DEAF AND HARD OF HEARING EDUCATION has the following
text entries: deaf education, deaf teaching, education of the deaf, teaching of the deaf
(translation from Russian).

5.2. Features of Theme Adherence Assessment

The chapter under analysis (further document) is presented in the form of N seg-
ments S and compared with the theme header H. Two baseline models were imple-
mented to accomplish this task.

Baseline 1 (Tf-Idf). In this baseline model, the theme header and segments are
represented as sparse vectors, where each element of the vector corresponds to a word
from the collection’s vocabulary. The values of vector elements are calculated as tf-idf.
Based on the cosine similarity between the theme header and the S; segment vectors,
the adherence_score with the theme is formed.

Baseline 2 (SegWord2Vec). Each segment, including the theme header, is converted
into a vector using word2vec embeddings. This operation is performed by weighted av-
eraging of the word vectors with idf as weights, as used in the segmentation procedure.
The following features were implemented and combined with the baselines:
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NoNorm: Disabling normalization for the theme header vector. We introduce this
feature, because the normalization gives lower adherence_score’s to larger and richer
theme headers.

Concepts: Adding an additional vector for the theme header and segments, which
is formed by analogy with the word vector, but based on the concepts of the ontol-
ogy founded in the text of the segment/header. The concepts allow accounting for
synonyms and multi-word expressions. In this case, the thematic adherence is formed
as a weighted sum of the vectors similarities.

adherence_score = a * siMyerg + (1 — @) * SiMeonc 3

Keywords: For the theme header, the most significant k,, words and k. concepts
are determined according to tf-idf. The set of keywords includes words and concepts
whose tf-idf weights exceed the threshold. This threshold is calculated as 0.2 * aver-
age value to the 3 (2 for concepts) most significant (by tf-idf) words (or concepts). The
weights of the keywords are multiplied by additional factors w,, and w,, respectively.
Keywords for thesis “Safety and resilience of students of the Yaroslavl Town Planning
College in the educational process” are as follow:

* words—resilience (1.00), safety (0.47), town-planning (0.42), Yaroslavl (0.30),
college (0.21), ytpc (0.17), student (0.17);

e concepts—urban planning (1.00), safety (0.63), college (0.57), student (0.20),
system approach (0.17);

EmbedExp: There is an expansion of keywords for the theme header, by adding
most similar words to them using word2vec embeddings. To do this, for each of the
k., keywords, the n,,, closest words are calculated using the word2vec representation.
Those words that are present in the whole thesis are added to the theme header vec-
tor. In order to calculate the weight of new words in the vector, the following formula
is used:

Weightwordext = Sim(Wordraw: Wordext) * tf (Wordraw) * ldf (Wordext) ()]

Where word,q,—the keyword on which the expansion is made, word,,,—new
word. In addition, the weights of the new words are multiplied by the factor of wey;.
The set of expanded words for the thesis “Safety and resilience of students of the Yaro-
slavl Town Planning College in the educational process”, includes:

* new words—hardiness (0.88), Maddy (0.76), tough (0.66), stories (0.62), coping
(0.54), freshman (0.48), security (0.44), safe (0.41), highschool (0.14), scholar
(0.13);

Regardless of the specific configuration, each segment and theme header are rep-
resented by a vector (or vectors) and adherence_score is calculated as cosine similarity
between corresponding vectors. We calculate adherence_score for the whole chapter
in two ways:

e mean: The average value of adherence_score’s of all segments;
e mean_worse: The average value of adherence_score’s among the worst 20%
of segments;
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The mean_worse variant corresponds to the hypothesis that a thesis is character-
ized by its worst fragments. Further, theses are ranked in ascending order of their
adherence_score values.

6. Evaluation and Results

As mentioned earlier, we have 2 expert grades for each thesis. The minimum
score (2) is chosen as the reference value, assuming that at least one expert could find
serious problems in the theses. It was also previously shown that in the reference col-
lection there are 42 works with the minimum grade of 2.

The evaluation methodology is proposed as follows: the algorithm for each thesis
forms the values of adherence_score (mean and mean_worse), on the basis of which the
reference collection is ranked so that the “worst” thesis was “above”. For evaluation
we use average precision measure.

_ 2 P(k) xrel(k)

n

average__precision(n) 5)

Where P(k)—precision at k, rel(k) is equal to 1 if k-th element of the list is rel-
evant, otherwise 0.

We calculate average_precision(25) measure in 25th position (20% of the collection).
The thesis is considered as relevant if it has grade 2 for at least one expert. In addition, the
mean values of the average_precision(n) for positions from 1 to 25 were calculated.

The results of the evaluation of the configurations can be seen in Table 3. It also
presents the result of random ordering (averaging 25000 random permutations). No-
Norm did not give any significant improvements for any configurations. The results
of average precision measures are also shown in the Figures 3 and 4.

Table 3: Evaluation results on 120 reference theses

av_prec(25) av_ mean av_ mean av_

by mean_ prec(25) prec(25) by prec(25)

worse by mean mean_worse by mean
Random 0.15 0.15 0.19 0.19
Tf-1df 0.15 0.16 0.11 0.12
Tf-1df + Concepts 0.15 0.22 0.22 0.23
Tf-1df + Keywords 0.23 0.21 0.16 0.29
Tf-1df + Concepts + Keywords 0.20 0.27 0.26 0.43
Tf-1df + Keywords + EmbedExp 0.21 0.22 0.19 0.18
Tf-1df + Concepts + Keywords + 0.20 0.28 0.25 0.41
EmbedExp
SegWord2Vec 0.28 0.22 0.37 0.18
SegWord2Vec + Concepts 0.28 0.27 0.37 0.40
SegWord2Vec + Keywords 0.30 0.19 0.47 0.36
SegWord2Vec + Concepts + Keywords 0.29 0.29 0.46 0.49
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For the best configuration (accounting for both mean and mean_worse) , the op-
timal parameters were as follows:
* mean: SegWord2Vec + Concepts + Keywords:
a=0.25k,=12,w, = 1.25, k. =5, w, = 1.
* mean_worse: SegWord2Vec + Concepts + Keywords:
a=0.75k, =12,w, = 1.25, k. = 3, w. = 5.
Where a—the parameter which controls the participation of concepts,
k,,—number of word keywords, w,,—multiplier of word keywords,
k.—number of concept keywords, w,,—multiplier of concept keywords.

—== ThIdf

—— TFIdf + Concepts + Keywords
--- SegWord2vec

—— SegWord2Vec + Keywords

1.01

0.8 4

0.6

0.2 4

0.0

Figure 3: Average precisions graphs for base and best
configurations for av_precision by mean_worse

—== Thdf

—— TFIdf + Concepts + Keywords

--- SegWord2Vec

—— SegWord2Vec + Concepts + Keywords

1.01

0.8 4

0.6

0.4

0.2 4

0.0

Figure 4: Average precisions graphs for base and
best configurations for av_precision by mean
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Based on the results, we can conclude the following:

* The configurations based on SegWord2Vec are better than those based on Tf-Idf.
* Ranking based on mean_worse (worst segments) at least not worse then mean
adherence_score and better corresponds to the task of finding the worst thesis.

* Use of Keywords always leads to better results.
* Use of Concepts is very useful for Tf-Idf and sometimes useful for SegWord2Vec

7. Error analysis

For the analysis of the system, we consider two configurations: Tf-Idf u SegWord-
2Vec + Concepts + Keywords.

Tf-1df.The first 5 theses have the following scores and grades:

1) 0.0: 4;
2) 0.001:
3) 0.001:
4) 0.001: 3;
5) 0.001 : 4.

>

>

The scores of the worst theses are very close to each other and are practically
zero. This means that the algorithm did not reveal similarities between the worst seg-
ments and theme header.

The first thesis with the grade 4 has score 0.0. Among the 13 worst segments the
similarity to the theme header is zero. The thesis itself has the name “Differentiated
approach in improving the physical fitness of students in 6th grade”, but in all worst
segments author is talking about the biological characteristics of children and their
development. The amount of specific biological information seems excessive. In ad-
dition, all the worst segments are plagiarized, and the text was deliberately distorted
(every 3—4 words were simply removed from the text), which prevented the anti-pla-
giarism systems from detecting plagiarism.

The second thesis with grade 4 also has a low score of 0.001. Among the 10 worst
segments, there are also no exact matches of words with the theme header and this
is due to the fact that they also deviate from the main theme of the work. The theme
of the thesis is “The implementation of a systematic approach to teaching biology
in primary school” but in all the worst segments there is a serious bias in the philo-
sophical direction, to questions of knowledge.

SegWord2Vec + Concepts + Keywords. The first 5 theses have the following
scores and grades:

1) —0.099: 2;
2) —0.098: 3;
3) —0.076 : 2;
4) —0.056: 2;
5) —0.037: 2.

The spread of values here is much larger, which suggests that the model better
separates different theses, among other things, it is clearly seen that the estimates are
better grouped (this is also evident on the Figure 3).
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We looked at the content of the worst theses and the text of the worst segments
is poorly relevant to a given topic. But at the same time there were situations that
large segments sometimes get low scores even if they contained some amount of rele-
vant information. This is due to the fact that the averaging of word2vec vectors works
worse on large texts. In addition, in comparison with Tf-Idf, it became more difficult
to interpret, why exactly one segment is worse than the other.

As a result, we can draw the following conclusions from the error analysis:

e Tf-Idf badly detects links between related segments, but the text of which use
different words. This leads to the fact that among the worst segments are those
that do not seem to relate directly to the topic, but at the same time have some
consistency with it.

e Tf-Idf poorly separates bad theses from each other.

* SegWord2Vec + Concepts + Keywords on the other hand, organizes theses well
and, on average, highlights really bad segments, in which there is no useful in-
formation for thesis, but at the same time, the interpretability suffers a little.

* SegWord2Vec + Concepts + Keywords also sometimes puts very low weights
on large segments, but at the same time in which there is some amount of rel-
evant information.

8. Conclusion

In this paper we studied approaches to assessing the quality of student theses
in pedagogics. We considered a specific subtask in thesis scoring of estimating its ad-
herence to the thesis’s theme. The special document (theme header) comprising the
theme, aim, object, tasks of the thesis is formed. The theme adherence is calculated
as the similarity value between the theme header and thesis segments.

For evaluation we ordered theses in the increased value of the calculated theme
adherence and compared the ordering with expert grades using the average precision
measure. The best configuration for theses ranking is based on the weighted averaged
sum of word embeddings (word2vec) and keywords extracted from the theme header.
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