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B ctatbe npeactasneHn Beb-cepsuc ShiftRy, koTopblii nomoraet aHannsau-
poOBaTb ANAXPOHNYECKME UBMEHEHUS B YNOTPEBNEHUM CNIOB B POCCUNCKUX
HOBOCTHbIX TEeKCTax. Mbl MCNoNb3yeM AUaxXpOHUYECKNE AUCTPUOYTUBHO-
CEMaHTUYEeCKMEe BEKTOPHbIE MOAeNn, 0byyeHHble Ha BOMbLLIOM PYCCKOSI-
3blYHOM HOBOCTHOM KOpPMyCe, KOTOPbIA BKJIO4AET B cebsl TEKCTbI 3a Bpe-
MeHHon nepunop ¢ 2010 no 2019 roakl. Monb3oBaTens Beb6-cepBmca umeeT
BO3MOXHOCTb HE TOJIbKO UCCNEeA0BaTb CEMaHTUYECKYIO UCTOPUIO NoBoro
3a[,aHHOr0 CNoBa, HO U NPOaHaNN3npPoBaTb CANCKN U3MEHUBLLUXCH CIOB,
YMOPSAAOYEHHbIX NO CTEMNEeHU CEeMaHTUYECKUX UBMEHEHUNN MexXay OBYMS
paccmaTtpuBaeMbiMn rogamun. Kpome Ttoro, ShiftRy npepocrtasnser Bu-
3yann3aumm CEMaHTUYECKNX «TPAEKTOPWUI» OBUXEHUS CIOB BO BPEMEHU
N FeHepupyeT KOpMycCHble NpuMepbl ynoTpebneHus 3afaHHOro criosa
[0 1 Nocne CeMaHTMYeCKOro casura, ecim OH umen mecTo. Miccneposa-
TeNn NcTopum A3blika MOryT ncnonb3osatb ShiftRy onsa obneryeHns anHa-
nn3a AMHaMUKN CNOBOYNOTPEBNEHNS HA KOPOTKUX MPOMEXYTKaX BPEMEHN,
a TakXe An9 N3y4eHUs BAUSIHUS COLMANbHO-MOMUTUYECKMX COObITUIA Ha ce-
MaHTUKY PYCCKOW iekcukn. Mbl nnaHnpyem o6HoBnsaTb ShiftRy exerogHo.

KnioueBblie cnoea: anaxpoHnieckne amoeaanHri, CeMaHTUYeCKNii cCaoBur,
Beb6-cepBuC, PyCCKuii 93blK, KOPNYC HOBOCTHbLIX TEKCTOB



ShiftRy: Web Service for Diachronic Analysis of Russian News

1. Introduction

In this paper, we describe ShiftRy: the web service aimed to help the analysis
of temporal shifts in word usage in Russian news texts. It leverages several existing
methods of semantic shift detection using diachronic word embedding models.

Words change their meaning over time. These processes can be triggered either
by linguistic or by social and cultural causes [6]. In the latter case, it is often not a dis-
crete lexicographic shift (acquiring a new sense, losing an old one or changing an ex-
isting one), but rather a change in contextual usage, an attitude, or associations bound
to an object in public opinion. A typical example is a country name which can acquire
new associations after a military campaign starts in this country. Such changes are
often short-term and can be traced on the time periods spanning across years or even
months (unlike ‘linguistic’ semantic shifts which usually occur on the scale of decades
or centuries). This is the most common type of semantic change found in our material:
Russian news texts.

News texts are deeply interconnected with social, cultural and technological dy-
namics of human society. Additionally, time-annotated news corpora are relatively
easy to obtain. Thus, applying diachronic computational semantic methods to this
type of texts is interesting both for evaluating the corresponding algorithms and for
getting insights about changes in society reflected through the lens of media.

ShiftRy performs this kind of analysis on Russian news texts published in the
time span between 2010 and 2019 (in the future, it will be updated yearly). Russian
material is attractive for our purpose, since it includes both state-sponsored media
always supporting the stance of the authorities, and relatively free media presenting
alternative points of view (see more on that in Section 3). Additionally, it provides
numerous examples of word usage drift, caused by political and social events in the
last decades, both outside and inside Russia.

The intended type of ShiftRy usage is asking it about a particular query word.
The service produces the word’s semantic trajectory across the whole 2010-2019 time
span, or across any sub-span determined by the user. It also tries to guess whether any
substantial semantic shifts had happened in the course of these years (see more about
the classifier performing this job in subsection 5.1). For deeper analysis, the user can
inspect the lists of the nearest neighbors (semantically similar words) for the query
word in the distributional representations trained on different time periods. Addi-
tionally, we provide samples of sentences from the corresponding corpora containing
the query word, so that its real contexts can be examined. These examples are mostly
intended to be used with the words which had undergone a semantic shift. For this
reason, they are sampled in a way which maximizes the semantic difference between
examples from different time bins (see subsection 5.3).
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Figure 1: ShiftRy interface with the semantic trajectory and
time-specific nearest neighbours of the Russian proper
name ‘byk’ ‘Buk’ (missile system) from 2013 to 2016

Figure 1 shows a screenshot of ShiftRy interface, featuring the analysis of the
Russian proper name ‘Byk’ denoting the ‘Buk’ missile system (or a type of trees, but this
sense is rare in news texts). Note how its typical neighbours drift from other missile
systems to the words ‘6ounr’ (‘Boeing’) and ‘MH-17". This reflects the downing of the
Malaysia Airlines Boeing Flight MH-17 in 2014, allegedly by Russia-sponsored Eastern
Ukraine insurgents using this particular missile system. Note that this is a case of cul-
tural context variation: the word did not acquire a new lexicographic sense. However,
it had significantly changed its typical contexts and the meaning behind it had un-
doubtedly shifted for Russian speakers. Thus, we believe this to be an example of dia-
chronic semantic change.
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Our contributions in this paper are:

1. We provide a publicly available web service which allows to visually explore
temporal changes in word usage, based on yearly Russian news texts (from
2010 to 2019).

2. A modification of Procrustes alignment for word embedding models
is described, allowing to preserve full models’ vocabularies, not only their
intersection.

3. Diachronic word embedding models trained on the Russian news corpora and
aligned using the aforementioned technique are released.

4. We describe a simple novel method of sampling sentences from corpora to bet-
ter illustrate lexical semantic change.

The rest of the paper is organized as follows. In Section 2, we put our project
in the context of the previous related work. Section 3 describes the news corpora
we employed for training word embedding models, which are in turn presented
in Section 4, along with the explanation of our alignment method. Section 5 provides
a detailed account of ShiftRy features, including the word trajectory visualizations,
the classifier and the corpus examples sampling. Finally, in Section 6, we conclude
and account for the future work.

2. Previous Work

Recent years saw a growing amount of research aimed at automatically tracing
diachronic semantic shifts and detecting their nature. This increase in popularity ar-
guably started with the paper [6], following the advent of dense word embeddings
[16], although some research was published even before that. Because of space limit,
we do not list here all the relevant publications. Instead, we refer the reader to the sur-
veysin [12] and [21], and to the proceedings of the first Workshop on Computational
Approaches to Historical Language Change [20].

Among recent research on semantic shifts in Russian, one can mention [2], who
extensively described 20 hand-picked examples of words having changed their mean-
ing across two centuries, and [4], who evaluated several embedding-based seman-
tic shift detection approaches on both long-term and short-term time spans. ShiftRy
mostly uses the Procrustes alignment approach [5], which outperformed its competi-
tors both for Russian in [4] and for English in [18].

Note that, in principle, semantic change modeling problem can also be cast in the
context of lexical databases, like WordNet [2.2] for English or RuWordNet [ 13] for Rus-
sian. In this case, a semantic shift means a new synset (or one of the existing synsets)
is attached to a word or, vice versa, detached from it: it is then a matter of a word
acquiring or losing senses. This approach arguably can return more interpretable re-
sults, but, unfortunately, it unavoidably requires expensive human annotation. Thus,
any manually curated lexical database is always inherently limited. In comparison,
the distributional approach taken by ShiftRy is completely unsupervised, and the only
text annotation it requires is the time of creation. Thus, it can in theory handle shifts
occurring to any words of interest.
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Russian news texts were studied in [3], who discovered that in state-sponsored
Russian media, the United States are regularly mentioned more frequently the month
directly following an economic downturn in Russia. This represents an interesting
analysis of propagandist agenda-setting and the frames employed in these texts. How-
ever, unlike our work, [3] did not focus on meaning or usage changes, and limited
themselves to only one media source.

The web service closest to ShiftRy is arguably JeSeMe? [7]. It allows to trace dia-
chronic semantic trajectory of query words across several English and German cor-
pora, mostly with time spans of 2 or 3 centuries. Instead, we deal with Russian lan-
guage, and time spans of years, making it possible to study small cultural changes,
including those influenced by political events.

The ShiftRy code is based on the WebVectors framework [11], which we substan-
tially extended and adapted to the task of semantic change analysis. More specifically,
we added new visualizations of semantic trajectories, and integrated semantic shift
classifier and corpus examples sampling.

3. Collection of data

To collect training corpora, we crawled texts published from 2010 to 2019 from
the Russian news web sites listed in Table 1.

Table 1: Training corpora sources and stances

Nr. Title URL Stance

1 Fontanka.ru Opposition
2 Gazeta.ru Loyal

3 Interfax Neutral

4 Izvestia Loyal

5 KP Loyal

6 Lenta.ru Mixed

7 Novaya Gazeta Opposition
8 N+1 Scientific
9 RBC Neutral

10 The Village Opposition

The selection of the source web sites does not claim to cover the whole me-
dia space of Russian news (that would be impossible within the natural constraints
of an academic paper). However, it is balanced with regards to the sources’ political
stance. Sources 2, 4 and 5 as a rule are loyal to the point of view of the Russian au-
thorities, while sources 1, 7 and 10 regularly publish critical opinions (source 7 is gen-
erally considered to be one of the most influential opposition newspapers). Source
6 belonged more to the ‘opposition’ category until March 2014, when its top staff
was forcefully changed to include managers loyal to the authorities. Since that time,
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source 6 falls into the ‘loyal’ category. Sources 3 and 9 position themselves as a neu-
tral news-wire service and a business analytic media correspondingly. Finally, source
8 publishes scientific news. The stances are listed in the right column of Table 1.

The collected corpora were tokenized, lemmatized and PoS-tagged using UD-
Pipe 2.3 [19]. After removing functional words, the full corpus for 10 years contains
about 156 million tokens, with yearly sub-corpora sizes varying from 9 million (2014)
to 20 million (2015) tokens.

4. Word Embedding Models

Continuous Bag-of-Words (CBOW) word embedding models [16] were trained
on each of the yearly news corpora, with vector size 300, symmetric context window
size 5, and no down-sampling, following the hyper-parameters from [4].

One important change compared to the previous work was that each yearly
model was initialized with word vectors trained on the full Russian National Corpus
(RNC). The RNC size is about 250 million word tokens, and it is very well balanced
with respect to text genres. The reason for this pre-training was that our yearly news
corpora are comparatively small, and thus the models trained solely on them might
end up in a sub-optimal state. We hypothesized that initializing them with quality
vectors trained on a representative Russian corpus would provide a stabler foundation
for further learning year-specific embeddings.

The RNC model was trained for 10 epochs with the vocabulary size of 50,000
(most frequent) words. Since news texts do not constitute the majority of the RNC,
this vocabulary certainly lacks many proper names and toponyms frequent in news
pieces. This is why when updating the RNC model with the co-occurrence data from
the yearly news corpora, we expanded the vocabulary, increasing its maximum size
from 50,000 to 100,000 words. It means that if a new (not present in the RNC model)
word occurred in a yearly corpus with the frequency 10 or more, it was added to the
yearly model vocabulary. As a result, the sizes of the yearly models’ vocabularies vary
from about 60 thousand to about 95 thousand words. This operation can be thought
of as a sort of ‘fine-tuning’ the original RNC model, mixing its general world knowl-
edge with the knowledge about recent political and social events from the yearly news
corpora. To make the news texts influence the resulting models more, we performed
this ‘fine-tuning’ in 20 epochs, instead of 10.

We found out that the RNC pre-training greatly benefited the diachronic mod-
els. Table 2 shows the intrinsic performance scores of our embedding models trained
on yearly news corpora (for comparison, we also report the performance of the origi-
nal RNC model). For evaluation, we used the SimLex965 semantic similarity test set
[10] and the Russian translation of the Google Analogies test set [15]. Without the
pre-training, the results on Google analogies were pretty much the same as in the
table. However, the accuracies on SimLex965 (that is, ranking word pairs by their
semantic similarity) dropped almost twice: the average score was about 0.16. The
reason is that SimLex965 (unlike Google Analogies) does not contain proper names
and toponyms. At the same time, proper names are heavily over-represented in news
texts. This why the models trained solely on them perform good enough in the Google
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Analogies evaluation, but fail with SimLex965. RNC pre-training allowed us to avoid
this and to make the resulting models more ‘aware’ of general world knowledge.

Table 2: Intrinsic evaluation scores of the yearly models in
comparison to a single model trained on the RNC; the right
column shows the number of words not shared by all models

Model SimLex965 Analogies Unique words
RNC 0.35 0.14

2010 0.33 0.12 18,001
2011 0.33 0.12 17,953
2012 0.33 0.12 17,258
2013 0.33 0.12 17,240
2014 0.33 0.11 11,334
2015 0.31 0.11 19,849
2016 0.31 0.11 18,996
2017 0.32 0.12 18,666
2018 0.32 0.11 14,005
2019 0.31 0.11 13,928

4.1. Model alignment

Our yearly models are trained independently (except the shared RNC initialisa-
tion), and thus must be aligned to make it possible to directly measure cosine simi-
larity between word vectors produced by them [12]. For that, we used orthogonal
Procrustes analysis [ 5], which became a tool of choice for diachronic semantic change
modeling with word embeddings since [6]. We transformed all the yearly models’ vec-
tor spaces to match the vector space of the 2017 model (its vocabulary was the larg-
est of all, so we chose it as our ‘baseline’ model). All the methods described below
in Section 5 deal with these aligned models.

The novel part of our alignment procedure was that we did not remove any words
from the models’ vocabularies, even if they were not shared across the two models be-
ing aligned. Since singular value decomposition (SVD) in Procrustes analysis requires
two matrices of the same shape, applying this method typically results in excluding all
the words not present in the intersection of the models’ vocabularies. However, with
our 10 time bins, intersecting vocabularies of all models would result in excluding too
many words (arguably, most time-specific and thus most interesting). Hence, we con-
duct alignment in three stages:

1. For the baseline 2017 model Myp17 and the model to align M;, the matrices
S2017 and S; are generated, containing vectors for the words occurring in both
models’ vocabularies. Their dimensionalities are identical.

2. The standard Procrustes alignment with SVD is applied to Sy017 and S;, result-
ing in the optimal orthogonal projection matrix O.
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3. The original embedding matrix E; from the model M; is multiplied by O, thus
projecting all M; vectors into the vector space of Myg17. Note that the dimen-
sionality of E; can be (and most often is) different from the dimensionality
of the original 2017 matrix Sy017, because of the differences in their vocabular-
ies. However, all the words from M; are projected into the My¢;7 vector space,
including those missing from the M¢;7 vocabulary.

This modification allowed us to keep the unique vocabularies for yearly models.
The right column of Table 2 lists the number of unique words for each models: that
is, the words from the model vocabulary missing from the intersection of all vocabu-
laries. This gives the intuition of how many (potentially crucial) words would be lost
if we stuck to the classical Procrustes alignment workflow.

5. Features of ShiftRy as a web service

Primary way of user interaction with ShiftRy is by entering word queries. The
system will generate a visualization of the semantic drift trajectory for the query word
across all the featured years (currently from 2010 to 2019) or across the user-speci-
fied time span. It will also apply a pre-trained classifier (described in subsection 5.1)
to make educated guesses about whether the query word experienced sharp semantic
shifts between any two consequent years. Users can use this classifier for a particular
pair of years in the ‘Shift classifier’ tab.

To support deeper analysis of word usage change, ShiftRy also provides lists
of the nearest neighbors of the query word for the query years. The ‘Synchronic visu-
alizations’ tab allows to generate synchronic 2-dimensional PCA or t-SNE projections
of any set of word vectors for any particular year.

Finally, the ‘Shift lists’ tab takes a pair of years as an input, and produces a ranked
list of words, the usage of which changed most when comparing these two years. Here,
the usage change is defined as a simple cosine distance between word vectors in each
of the two (already aligned) models. In this way, a user can get insights about words
most likely to have undergone a usage shift in a given period of time.

5.1. Shift classifier

The shift classifier predicts whether or not a query word has experienced a se-
mantic shift within a given pair of years. It is a logistic regression trained on the ‘Micro’
dataset described in [4].

The ‘Micro’ dataset contains 280 Russian adjectives, together with year pairs,
for instance: [‘akcTpemuctckuii’ ‘extremist (adjective)’, 2007 — 2008]. The dataset
covers the years from 2000 to 2014. Three independent informants annotated each
word with one of the three labels: the meaning of the word did not change at all (0),
somewhat changed (1), or experienced a significant change (2). The gold truth con-
sists of their averaged scores.

Since the ternary granularity is not needed for ShiftRy, we binarized the target
labels by mapping 0 = 0, 1 = 0 and 2 — 1. This was done to prioritize precision and
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minimize false positives: we want the classifier to capture only significant shifts. The
classifier uses four features, each of which is a similarity score between embeddings
of the query word in two yearly models:

1. Cosine similarity between the query word vectors.

2. Similarity score produced by the Global Anchors algorithm [23]. It first
creates a shared vocabulary V by intersecting the vocabularies of 2 mod-
els under analysis. Then, for each model, a vector of cosine similarities be-
tween the embedding of the query word and the embeddings of all words
in Vis produced. The resulting semantic change score is the cosine similarity
between these 2 vectors (also known as second-order similarity).

3. Jaccard similarity [8] between the sets of 50 nearest neighbors of the query
word in in each embedding model.

4. Kendall's T [9] on the intersection of the ranked lists of 50 nearest neighbors;
it tries to determine whether there are any significant changes in the neigh-
bours ranking.

We evaluated the classifier on the ‘Micro’ training set using cross-validation with
5 folds. Table 3 shows the results comparing classifiers employing all four features and
cosine similarity only. Note that these are scores on the ‘shifted’ class, which is the most
important for us. As one can see, the 4-feature classifier consistently outperforms the
single-feature one. Thus, we use the 4-feature classifier. Note that the ‘Micro’ dataset
contains only adjectives, while ShiftRy works with all parts of speech: for this reason,
the real reliability of the ShiftRy predictions is arguably somewhat lower. However, un-
til another manually annotated test set of short-term Russian semantic shifts appears,
we believe the resultsin Table 3 to be a good approximation of the ShiftRy performance.

Table 3: Semantic shift classifier scores on the
‘shifted’ class from the ‘Micro’ dataset

Features F1 Precision Recall
All features 27.8% 18.0% 80.0%
Cosine similarity only 20.1% 13.3% 50.2%

5.2. Word trajectory visualization

Projection of high-dimensional embedding data into a low-dimensional space us-
ing dimensionality reduction techniques is a well-established method of visualizing
word embeddings. It can be used for diachronic change analysis as well.

ShiftRy employs T-distributed Stochastic Neighbor Embedding (t-SNE) [14],
a nonlinear dimensionality reduction technique, to plot semantic trajectory of a spe-
cific word via several embedding models trained on different time bins. These visu-
alizations make it easier to explore the usage drift of a query word and to trace how
it changed its typical neighbours through time. Our visualization procedure is similar
to the one used in [6] and [17].

10
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Figure 2: Alterations in the meaning of the word ‘6010THbIN 'Swamp’: from
‘TopdaHor' 'peat’ or ‘Tonkmin’ ‘marshy’ in 2010 to ‘mapL’ 'political demonstration’
in 2012 and to ‘muTtuHr 'rally’, as well as the names of the prosecuted in 2014.

In 2018, the word meaning is slowly shifting back to its original sense.

Given a query word w and a list of query years L, we generate N, which is a union
of 6 nearest neighbors of w in every model in L. The corresponding embeddings
of w are inferred from each model. For the words from N, we try to infer their em-
beddings from the most recent model in L. In the case the most recent model misses
this word from the vocabulary, we try models back in time one by one, until we find
a model which has this word in its vocabulary. Then, the embedding is taken from
this model. Thus, the procedure provides the most recent embeddings of the nearest
neighbours, while preserving time-specific embeddings of the query word.

After that, the standard t-SNE 2-dimensional projection is generated for both
the query word time-specific vectors (labeled with the corresponding year) and the
neighbours’ vectors. On the resulting plot, the semantic change trajectory of the query
word is shown with red arrows which sequentially connect the considered years from
the past to the most recent one.

Figure 2 shows the trajectory of the word ‘GonoTHbI# 'swamp’ shifting from its pri-

mary sense ‘TopdsHo’ ’peat’ or ‘ronkuii’ ‘marshy’ to ‘mapur’ ’political demonstration’,

11
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caused by the media coverage of large protest rallies at the Bolotnaya (literally
‘Swampy’) Square in Moscow in 2012. These rallies resulted in mass arrests of its par-
ticipants and organizers, with the ‘Bolotnaya case’ being in court trials throughout
2013 and 2014. This is why the 2014 point on the plot is close to the cluster of the
names of the arrested and to the words ‘mutusnr’ 'rally’ and ‘cdabpuroBsiBaTh’ 'to fab-
ricate the case’. Note also a separate cluster with the names of other famous squares
where protest events took place both in Russia and throughout the world (e.g. ‘Manex-
HBI ‘Manezhnyy’ and ‘rpadanbsrapckuii’ ‘Trafalgar’), together with the word ‘uesa-
BucuMocTsb 'independence’. In 2018, the meaning of the target word is slowly shifting
back. Notably, our shift classifier does not find semantic shifts for this word after 2013
(for any consequent pair of years). A possible reason for this is that while the shift was
rapid and strong in 2012 (due to political events), the ‘return’ of the meaning back
to the original state after 2014 was slow and gradual.

cyxyMmu
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ceopocua
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cumdepononb
[ ] TaMaHb
[ ]
KpbiM 204id1M 2012
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Figure 3: Alterations in the meaning of the word ‘KpbiM'
'the Crimea’: from ‘dAnta’ 'Yalta’ and ‘Beccapabva’ 'Bessarabia
in 2012 to the ‘Poccua Kpbim' "Russia Crimea’ bigram in 2014

12
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Another example is shown on Figure 3. Here, the semantic trajectory of the word
‘KpeiM’ the Crimea’ moves from the cluster of Black Sea resort town names in 2012
and 2013 towards the words ‘Poccus’ ‘Russia’, ‘Ykpauna’' 'Ukraine’ and ‘HoBopoccus’
"Novorossiya’ in 2014. This is, of course, caused by the Russian annexation of the
Crimea, and the resulting territory conflict with the Ukraine.

Currently, the plots are static and non-interactive, but we plan to remedy that
by making terms on them clickable in order to get lexical information and/or to ex-
plore the diachronic trajectories of neighbours. Another possible issue is that t-SNE
isinherently stochastic, and the 2-dimensional projections can linearly change (rotate
or scale) with the selected years, which in some cases can make it harder to explore
the word’s history. This is, however, an engineering problem, which we plan to solve
in further release versions.

5.3. Sampling examples from corpora

Given a query word w and a pair of years x and y, ShiftRy can produce lists of sen-
tences containing w in both corresponding corpora, while making sure to sample the
sentences so that x sentences are as far away semantically from y sentences as possible.
This allows to manually check whether a usage shift is actually taking place or not.

To provide the user with the most representative examples of the word’s usage
we first sample all the sentences that contain the query word from the text corpora
of two chosen years. Then, we calculate the vectors of these sentences by averaging
the embeddings of their words (recall that all the models are already aligned). Two
sentences from different years with the highest cosine distance between their sentence
vector are chosen as the first context pair. For each of them, we find 4 most similar sen-
tences from the same corpora. This allows to get examples of the most specific contexts
for each year, especially in the cases when the query word really shifted its meaning.

Below, we give an example with the word ‘moxxap’ ‘fire’ and the years 2018 and
2019:

Old contexts (2018):

* B HOub Ilepe/ IO’KapoOM MY>KUMHA CO CBOeH 3HaKOMoM rocTuin y 70-1eTHel 11o-
rubureii. (The night before the fire, a man and his friend were visiting a 70-year-
old friend.)

e PoxuTenu M YeTHIpEXJIETHAA cecTpa morubau B nmoxkape. (Parents and a four-
year-old sister died in a fire.)

* CorpyaHuria ueHrtpa «MeauiuHa KaracTpod» u3 YiaaH-yas CeriaHa IlexeM-
cKas craciia U3 noxxapa 12 yesoBek — poACTBEHHUKOB U coceieit. (Svetlana Pe-
zhemskaya, an employee of the Center for Medicine of Catastrophes from Ulan-
Ude, rescued 12 people—relatives and neighbors—from the fire.)

* Hesazosro o noxxapa My»K4KMHA I'PO3UJICA CIIATIUTh BeCh IOM ¥ 6pocaJics B Ipo-
Xoux pasHbMu mpeameramu. (Shortly before the fire, the man threatened
to burn down the whole house and threw various objects at passers-by.)

13
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¥ kemepoBuaHuHa Mrops BocTpukoBa B moxape MOrU6IN TPoe ZeTel, KeHa
u cectpa. (Kemerovo resident Igor Vostrikov lost three children in a fire, his wife
and sister.)

New contexts (2019):

14

B BeoMCTBe moJsiaraioT, 4TO Iepexo/ Ha HOBYIO MOZE/Ib OPraHU3aliui 03BO-
JIUT YAYYIIUTh CUCTEMY yIIpaBIeH!s, ONITUMU3UPOBATh U3IHUIIHUE yIIpaBIeH-
YecKue 1 00eCcrieunBaloIie CTPYKTY PbI O pa3zie/ e HUH, MOBBICUTH 3P HEKTUB-
HOCTh pearupoBaHUs Ha 4Ype3BHIYaiiHble cuTyanuu u mnoxapel. (The agency
believes that the transition to a new model of organization will improve the
management system, optimize redundant management and support structures
of units, improve the efficiency of emergency response and fires.)

BoeHHas aBuanusa NpuBJedeHa /A JUKBUAAIUY KPYITHOIO IoKapa 6u3 ro-
poza HoBoTpouiik OpeHOYprckoi o61acTy, yrpoaroliero HaceJleHHBIM Ty H-
kram. (Military aviation has been involved in the elimination of a major fire
near the town of Novotroitsk in the Orenburg region, which threatens populated
areas.)

OCHOBHBIMU TIPUYMHAMU IIOXKApOB CTald HeXBaTKa (UHAHCHPOBAaHUE, OT-
CYTCTBHE TEXHUKH JJs TYIIEHUs, HEYKOMILIEKTOBAHHOCTb IO/pa3/eleHui
Ha3eMHOI U aBHAl[OHHOM OXpaHBI B PErHOHAX ¥ HU3KOe Ka4eCTBO IPOTHUBO-
IIOKapHBIX MEPOIIPUATHH, KOTOPHIE IPOBOAAT apeHzAaTopsl. (The main causes
of the fires were lack of funding, lack of equipment for firefighting, understaffing
of ground and aviation security units in the regions and poor quality of firefight-
ing activities carried out by tenants.)

CekpeTtapb reHcoBeTa «EanHoMi Poccun» AHzpet Typuak npezjiaraeT nepecMo-
TPETh IOAXOABI K 60pbbe C IeCHBIMU TT0)KapaMu, 3asgBuI oH PEK: «Cy1ecTByto-
mas cucTeMa O0OpBOBI € JIECHBIMHU ITOXKapaMH MeH:Iach, UCXO/AA U3 HeoOX0oAU-
MOCTH OIITMMU3UPOBATh PACXOAbl Ha JecooxpaHy». (Andrei Turchak, secretary
of the United Russia general council, suggests revising approaches to forest fire-
fighting, he said: “The existing system of forest firefighting has been changing,
based on the need to optimize the cost of forest protection”.)

MezBezieB TaKiKe MOPYYUJI IOATOTOBUTD MPE/JIOKEHUS U MPEACTaBUTh B IIpa-
BUTENBCTBO, YTOOBI YCUIUTD TPYNINUPOBKY M0 60opbbe ¢ moxkapaMu U TIOMOYb
TeM pervoHaM, KOTOpble HaxXOAATCSA B Haubosiee CIOKHOM cuTyanuu: «Cy6b-
€KTBl He CIIPaBJAAIOTCA C TylUIEeHWEM JIECHBIX TOKapOB, 3HAUUT, HEOOXOAUMO
YCUJIUTH POJIb pelepalbHOro IeHTpa B CUCTEMe MOHUTOPUHTA U TYIIEHUS T10-
’)kapoB», — moscHuI Typuak. (Medvedev also instructed to prepare proposals
and submit to the government to strengthen the group of firefighters and help
those regions that are in the most difficult situation: “The subjects are not able
to cope with extinguishing forest fires, so it is necessary to strengthen the role
of the federal center in the system of monitoring and extinguishing fires,”—said
Turchak.)
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Examples from 2018 describe fires in buildings and generally within cities. At the
same time, examples from 2019 are mostly related to the unprecedented large-scale
Siberian forest fires which were widely covered in Russian media in 2019. Thus, they
reflect a significant shift in this word usage.

6. Conclusion

In this paper, we described ShiftRy, which is a web service to explore the dynam-
ics of word usage in Russian news texts from 2010 to 2019. It employs several existing
methods of semantic change modeling with diachronic word embeddings to gener-
ate visualizations of temporal semantic trajectories for any user-entered word, and
to provide guesses on whether this word experienced a sharp semantic shift within
any pair of years. For deeper exploration of semantic shifts, ShiftRy also features the
possibility to intellectually sample maximally different corpus examples for the query
word from two different time periods. The aim of ShiftRy is to ease the task of study-
ing word history on short-term time spans, and the influence of social and political
events on word usage. Thus, it can be used for studies in digital humanities, as well
as in historical linguistics.

Under the hood, the system runs 10 word embedding models trained on the
corresponding yearly sub-corpora and aligned using a novel modification of the Pro-
crustes analysis, which preserves time-specific vocabularies. The underlying dia-
chronic word embeddings and the source code of the web service are available online
( ), making it easy to apply the same approach to other
sources, for example, social media. For this, one would have only to crawl the relevant
textual data and train the corresponding diachronic word embeddings.

We plan to maintain ShiftRy and update it with new data yearly, possibly also ex-
tending the covered time span backwards in the XX century. Another point for future
work is to improve the semantic trajectory visualizations by making them more inter-
active and more robust with regards to t-SNE initialization randomness, and by try-
ing other dimensionality reduction techniques such as UMAP [1]. Finally, we plan
to apply contextualized embedding architectures both for semantic shift detection
and for sampling of corpus examples with sentences containing one and the same
word in different senses.
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