Computational Linguistics and Intellectual Technologies:
Proceedings of the International Conference “Dialogue 2020”

Moscow, June 17-20, 2020

SUMMARY CONSTRUCTION
STRATEGIES FOR HEADLINE
GENERATION IN THE RUSSIAN

Malykh V. (valentin. malykh@phystech.edu)
Kazan Federal University, Kazan, Russia

Cherniavskii D., Valukov A.
Moscow Institute of Physics and Technology, Moscow, Russia

Key words: headline generation, summarization, Russian

DOI: 10.28995/2075-7182-2020-19-570-578

CTPATEI'n COCTABJIEHUA
PEDEPATOB B SAAAYE TEHEPALIUN
3AIrOJIOBKA OJ14 PYCCKOI'O A3bIKA

Manbix B. (valentin.malykh@phystech.edu)

KasaHckum (IMprBosmxckmii heaepanbHbin
yHuBepcuTeT, KagaHb, Poccus

YepHasckum [,., BaniokoB A.

MOCKOBCKINI PUBUKO-TEXHNHECKUIN UHCTUTYT
(Hay4HO-nccnenoBaTensCckuin yHrBepeuTteT), Mocksa, Poccus



Malykh V., Cherniavskii D., Valukov A.

1. Introduction

In the modern world, texts are plenty in the everyday life of a person—the news
articles, blogs, social networks. These texts could be long, for example, the typical
length of a New York Times news article is more than 700 words [13]. The reading pro-
cess could take significant time for even one article, so this raises a question of short-
ening this time. To handle the mentioned issue there were proposed techniques of ex-
tractive and later abstractive text summarization, i.e. the generation of a short text
summary using longer original text.

There is an issue with most of abstractive and some of extractive summary gen-
eration strategies, they all need a training set, which could take time and labour to cre-
ate, like CNN/DailyMail dataset initially presented in [5] and compiled for text sum-
marization task in [10]. To overcome this issue there was presented a separate task
of headline generation for news documents. Since the news documents are plenty,
and they could be used with ease.

The headline generation task could be considered as a two-stage task. On the
first stage, a summary of the article body is constructed and on the second stage, the
headline is generated using the constructed summary. In this work, we concentrated
on a headline generation task for the Russian language in an aspect of comparison
summary construction techniques.

This work is composed as follows: related work, dataset and metrics description,
base models description, summary strategies, experiments, and conclusion.

2. Related Work

There were already successive attempts in headline generation for different lan-
guages. For the English language, there are several works. The authors of [12] were
to the best of our knowledge the first to apply neural networks to headline genera-
tion. In more recent work of Hayashi et al. [4], an encoder-decoder approach was pre-
sented, where the first sentence was reformulated to a headline. The related approach
was presented in [11], where the approach of the first sentence was expanded with
a so-called topic sentence. The topic sentence is chosen to be the first sentence con-
taining the most important information from a news article (so-called 5W1H infor-
mation, where 5SW1H stands for who, what, where, when, why, how). This approach
has a limitation that these sentences should be marked up beforehand. Tan et al. [18]
present an encoder-decoder approach based on a pre-generated summary of the ar-
ticle. The summary is generated using a statistical summarization approach.

For the Russian language, there are a few works on this topic. In the work of [2]
there were presented universal Transformer model, which used whole article body
as input to generate a headline. The other works [3], [14], [16], which were resulted
the shared task on headline generation, described in [8]. Sokolov and Stepanovin [ 14],
[16] have used copy mechanism in encoder-decoder models to improve quality of the
generation, while Gusevin [3] invoked phrase-based attention mechanism to improve
the Transformer model itself. It need to be mentioned that all the previous works were
using whole article body to generate headline hypothesises.
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3. Dataset & Metrics

In this work, we decided to explore different summary construction strategies
for Russian language dataset. There is only one dataset of significant size for Rus-
sian. It is “Rossiya Segodnya” News Dataset described in [2]. There are 1,003,869
news articles in the corpus with a mean title length 9.5 words, mean text length
of 315.6 words, and mean 15.0 sentences. Following [2] we divided the dataset into
three parts: 10,000 news documents were withheld as a validation set, 20,000 ones
as a test set, and the rest was considered as a train set.

We are using ROUGE metric family, presented in [ 7]. Essentially, the ROUGE metric
is counting common token sequences in ground truth and hypothesis sequences. There
are three main variants: ROUGE-1, ROUGE-2, and ROUGE-L.ROUGE-1 and ROUGE-2 are
using unigrams and bigrams respectively to compute a score. ROUGE-L is using longest
common subsequence for a reference and a hypothesis to compute the score. Here are
the formulae for ROUGE metrics from original paper [7]:

Zre{references} Zwe'r MatCh(w)

ROUGE-N =
ZrG{rcfcrchcs} ZwEr Count (w)
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where N stands for the length of a n-gram w, Match is the maximum number of n-
grams co-occurring in a candidate summary (hypothesis) and in a set of reference
summaries, and Count is a number of all n-grams in references’ set.

In particular, the ROUGE-N formulae mentioned above are describing how much
the hypothesis is capturing the reference summary and is often referred as the re-
call variant of ROUGE-N metrics, or simply ROUGE-N-Recall. As there are no control
over the length of the hypothesis, so it can capture almost all of the reference sum-
mary while being excessively long. This issue is solved by the precision modification
of ROUGE-N metrics that has the same formulae but the Count variable is now re-
ferred to the number of all n-grams in hypothesis’ set. The ROUGE-N-F1 score is cal-
culated as classical F; measure with ROUGE-N-Precision and ROUGE-N-Recall using
harmonic mean.

In addition to ROUGE, we decided to use an extraction score, presented in [1].
The extraction score is a metric of extractiveness of a summary. It searches for the long
substrings from a source text in the summary. Extraction score is defined as follows:
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where S is a summary, a ACS; is the set of all long non-overlapping common sequences
between S and the document, P(ACS;) is a set, where each element is the length
of a common sequence divided by the length of the summary.
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4. Base Models

We have conducted experiments with two basic models which follow Encoder-
Decoder approach presented in [17]. One is a recurrent neural network and another
is Transformer network, described in [ 19], which are described below in more details.

4.1. Recurrent Model

The Encoder and the Decoder are both complied of two-layer bidirectional Long
Short-Term Memory (LSTM) [6] recurrent networks. The encoder network recur-
sively receives news body words (in both direction) as input and produces hidden
states, one for each input word (since there are two reading directions, there are two
hidden states for each word, these hidden states are concatenated to produce a whole
hidden state for a word). Afterwards, it passes its final hidden state as the initial hid-
den state to the decoder network, and for each decoder step, an attention distribution
is calculated upon the encoder hidden states. This distribution is used to predict the
next word of the news headline. At the beginning of prediction, the decoder network
receives a special <START> token, and later it uses the previously generated word
as an input. This procedure is illustrated in Fig. 1.

Context Vector "beat"

- H{aa‘

Germany emerge victorious  in win  against Argentina on  Saturday ... <START> Germany

\ J N J
Y

Source Text Partial Summary
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Figure 1: Seg2seq with attention from [ 14]

4.2. Transformer

In this case, the network receives the news body text not recursively but
as awhole. The encoder and the decoder network both consist of 6 identical layers, de-
scribed below. Firstly, the positional encoding is added to the input embeddings to en-
sure the difference of embeddings in a different part of the text. Then the multi-head
self-attention is calculated upon the input. This attention is then added to the input
of the multi-head module and a layer normalization is applied. After it is passed to the
Feed Forward network. Final encoder layer output is then passed to each of layer the
decoder network to the encoder-decoder attention block, which comes after the self-
attention block. Complete architecture is shown in Fig. 2.
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Figure 2: Transformer architecture from [19]

5. Summary Construction Strategies

In this section, we describe different strategies of summary construction for
headline generation. The constructed summaries are used as input for encoder-de-
coder models.

Whole body. This is the simplest strategy, i.e. to use the whole article body text
to generate a headline. This approach is the most common in the literature, e. g. [12].
This approach mentioned as “full” in Tab. 1.

First Sentence. The first sentence could be a strong hypothesis for the headline,
as shown in [2]. We should mention that in “Rossiya Segodnya” news documents the
first sentence is a formal statement of date and place, for example:

MOCKBA, 21 asrycra 2015.

We skip this formal intro and use the next informative sentence as the first sen-
tence in our setup. This approach mentioned as “Isent” in Tab. 1.
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Three First Sentences. The first sentence baseline although showed good per-
formance could not contain enough information for headline generation. For exam-
ple, in paper [18] authors stated that the first sentence is not informative enough.
So we decided to use the first three sentences as a summary. Again, the formal intro
is skipped in this setup. This approach mentioned as “3sent” in Tab. 1.

Unsupervised Summary. Work [18] showed that unsupervised summary could
be a good hypothesis for a headline. In our work we have used classic TextRank algo-
rithm, described in publication [9], to generate a summary from an article body. This
approach mentioned as “unsup” in Tab. 1.

NER Summary. We propose a novel approach to construct a summary using
named entity recognition (NER). We use PullEnti pre-trained model [15] to mark
up the “Rossiya Segodnya” corpus. The mark up contains mentions of persons, orga-
nizations and locations. To construct the summary we extracted the sentences which
contain at least one named entity. This approach mentioned as “NER” in Tab. 1.

Table 1: ROUGE-1,2,L scores for Recall (r) and
F-measure (f) variations; also extraction score!

ext.

Model | Metric R-1-f R-1-r R-2-f R-2r R-L-f R-L-r score

Isent 23.395 | 44.055 | 10.302 | 20.716 | 16.291 | 40.390 0.427
3sent 15.235 | 53.039 | 5.836 | 24.089 8.698 | 49.656 | 0.477
unsup 14.095 | 48.003 5.110 | 20.286 8.507 | 44.772 0.367
NER 12.499 | 36.168 | 4.124 | 13.797 7.797 | 33.362 | 0.241
Seq2seq+1sent 39.866 | 38.671 | 23.111 | 22.480 | 37.058 | 36.758 | 0.551
Seq2seq+3sent 42.545 | 41.584 | 25.131 | 24.668 | 39.613 | 39.539 | 0.627
Seq2seq-+full 41.927 | 40.641 | 24.639 | 23.944 | 39.002 | 38.663 0.582
Seq2seq+unsup 36.147 | 35.093 | 19.643 | 19.134 | 33.448 | 33.223 0.425
Seq2seq+NER 25.556 | 24.104 | 13.142 | 12.547 | 23.287 | 22.884 | 0.269

Transformer+1sent 41.075 | 40.557 | 24.593 | 24.372 | 38.319 | 38.488 | 0.719
Transformer+3sent 42.922 | 41.863 | 25.476 | 24.908 | 39.996 | 39.784 | 0.673
Transformer+full 39.627 | 37.945 | 21.153 | 20.328 | 36.525 | 35.852 | 0.423
Transformer+unsup | 34.090 | 32.764 | 17.583 | 16.967 | 31.422 | 30.936 | 0.363
Transformer+NER 28.501 | 27.688 | 14.705 | 14.387 | 26.298 | 26.142 | 0.379

Gavrilov et al. [2] 39.75 37.62 22.15 21.04 36.81 35.91 —
Sokolov [ 14] 42.96 — | 25.43 = 40.02 — —
Stepanov [ 16] 25.23 25.79 10.33 10.60 22.82 24.08 —
Gusev [ 3] 41.61 40.33 | 24.46 23.76 38.85 38.51 —

1 For the ROUGE scores higher is better, for extraction score lower is better. Bold marks up the
best result, while Italic-Bold marks up the second best result. All the metrics are computed
on test set.
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6. Experiments

As a Transformer model we have trained a basic 6-layer Transformer architecture
model with 8 heads. The dimension of fully connected layer was 2,048. We trained
it with a batch size of 4,096 for 110k training steps. For Seq2seq model we took a de-
fault 2-layer LSTM with 500 hidden units on both of the encoder and decoder. To train
these models we used single nVIDIA Titan X (Pascal) GPU with 12Gb of RAM.

6.1. Results

The evaluation scores for both architectures and all summary construc-
tion summaries are presented in Tab. 1. The best results by recall in ROUGE-1 and
ROUGE-L are showed by the 3sent baseline. This fact could be considered trivial. But
interestingly, the Transformer approach over 3sent summary achieves best results
by ROUGE-2 metric, including recall score. In addition this model shows the second
best results in ROUGE-1 and ROUGE-L both recall and F-measure. We interpret this
as Transformer is being very extractive—its variants are consistently more extrac-
tive than other two approaches, and 3sent baseline has the highest scores for the re-
call, so Transformer has a better choice to copy from the input text. Interestingly, the
Transformer model achieves the best performance in terms of ROUGE-2-Recall, even
better than 3sent baseline. We also could draw the reader’s attention to the fact that
Transformer models lower extraction score with an extension of input text from one
first sentence to the whole text. While Seq2seq models do not follow this regularity.

Regarding the extraction score, the lowest one is demonstrated by NER baseline,
but this also accompanied with the lowest ROUGE metrics. The Seq2seq approach
over NER basic summary drastically improves the ROUGE results, but also gain some
extraction score, showing the second best one. Interestingly, a Transformer model has
a much higher extraction score with this summary as input.

Table 2: Samples of headlines generated by the studied models.
We present only unique generated headlines

Original text, oxxap, IPOU30LIEIINN B CPe/ly B peCTOpaHe B IIeHTPe MOCKBHI, JINK-
truncated: BUJUPOBaH, IIOCTPa/aBIINX HET, COOOIINI pra HOBOCTU MCTOYHUK
B IPAaBOOXPAHUTENbHBIX OPraHaX CTOJIUIIBL. «II0XKap B pecTopaHe ,,3Jb
ray4yo“ Ha ca/loBON-TpUyMdaJbHOU yIUlle B ABYXITaKHOM 3/[aHUU
JIMKBU/VPOBAH. IO IIPe/IBapUTEIbHBIM JaHHBIM, OPEJIU KU POBbIE OT-
JIOXKEHU A B BEHTUIALIMH. BO3rOpaHye IIPOM30ILIO B BEHTHIIAILIMOHHOHN
cHucTeMe», — cKasaJs cobeceJHUK areHTCTBA. B HAaCTosALIlee BpeMs [IPU-
YHHBI I0Kapa YCTaHABIMBAIOTCA. TI0 JAHHBIM IIPe/ICTaBUTEJ A MUC, CO-
oOIIIeHuE O IToXKape MOCTYIIUJIO Ha ITYJIbT AeKypHOTro «01» B 21.25 MCK.
OH OTMeTWJI, 4TO, 6Gyarozapsd CBOEBPEeMEHHOH 3BaKyalUH, HHUKTO
W3 OCeTUTEIeH ¥ COTPYZHHUKOB PeCTOpaHa He ITIoCTpajar.

Original headline: | mokap B pecTopaHe B IeHTPe MOCKBbI IMKBUAUPOBaH, HUKTO
He IIoCTpazal

Transformer+1sent: | moxxap B pecTopaHe B IIEHTPe MOCKBbI TOTYLIIEH

Transformer+3sent: II0Kap B peCTOpaHe B IEHTPE MOCKBBI IUKBUAWPOBAaH, IIOCTpaJaB-
IIUX HET

Transformer+full: | moskap B pecTopaHe B LIeHTPe MOCKBbI IUKBUAUPOBAH
Transformer+ner: | moxap B leHTPe MOCKBBI IIOTYIIEH
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Some samples of headlines produced by different models are presented in Tab. 2.
As one could see, the approaches are differ with details, and quality of a headline
is seemingly correlated with BLEU score, for example, the named entity recognition
approach for summary constructing (the worst one by BLEU score) suffers from lack
of useful words, such as «moTyIeH» or « INKBUAUPOBaH».

7. Conclusion

We have presented a comparison of summary construction strategies, where the
constructed summaries are used as input for headline generation. We have studied the
classic first sentence strategy and extended it to the three first sentences one. The latter
strategy shows the best performance by the means of recall itself and also gives a boost
for Transformer architecture model which achieves new state of the art ROUGE-2 re-
sults. This model outperforms other approaches even those which are using whole text
as input. The Seq2seq models are consistently gaining lower ROUGE scores in all vari-
ants in comparable setups, although they have lower extraction score also.

As the direction for future research authors see two main ones: an application
of the proposed approach to other languages, and its modification for abstractive sum-
marization task itself, which has significantly different text structure and so states
open question of applicability of the proposed approach.
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