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Expert-built lexical resources are known to provide information of good
quality for the cost of low coverage. This property limits their applicability
in modern NLP applications. Building descriptions of lexical-semantic rela-
tions manually in sufficient volume requires a huge amount of qualified hu-
man labour. However, given some initial version of a taxonomy is already
built, automatic or semi-automatic taxonomy enrichment systems can
greatly reduce the required efforts. We propose and experiment with two
approaches to taxonomy enrichment, one utilizing information from word
definitions and another from word usages, and also a combination of them.
The first method retrieves co-hyponyms for the target word from distribu-
tional semantic models (word2vec) or language models (XLM-R), then looks
for hypernyms of co-hyponyms in the taxonomy. The second method tries
to extract hypernyms directly from Wiktionary definitions.

The proposed methods were evaluated on the Dialogue-2020 shared
task on taxonomy enrichment. We found that predicting hypernyms of co-
hyponyms achieves better results in this task. The combination of both
methods improves results further and is among 3 best-performing systems
for verbs. An important part of the work is detailed qualitative and error
analysis of the proposed methods, which provide interesting observations
of their behaviour and ideas for the future work.
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TMockoBckul fTocynapCcTBEHHbIN YHUBEPCUTET
M. M. B. JTomoHOCOBa
2MockoBckuii Miccneposatensckuii Lientp CameyHr
SHauMOHaNLHBIN UCCNEA0BATENbCKNN YHUBEPCUTET
«Bblcwas wkona akoHoMukm», Mockea, Poccus

M3BECTHO, 4TO CO3aHHbIE 3KCNnepTaMmn Nekcrnyeckmne pecypcbl npeocTas-
NA0T MHPOPMALLMIO BbICOKOrO Ka4eCTBa, HO CTPanakT HU3KOW NMONHOTOMN.
JaHHaa npobnema BAUSIET HA UX MPUMEHMMOCTb B COBPEMEHHbIX NMPWJIO-
XeHUsAX 06paboTKM TEKCTOB HA ECTECTBEHHbIX A3blkax. OnncaHmne NeKcuKko-
CEMaHTUYEeCKMX OTHOLLEHUI B OCTATOYHOM 00beMeE TpebyeT Cepbe3HbIX
Tpynosatpart. lMNpu Hanuyum yxe cHOPMUPOBAHHON HayanbHOW BeEpPCUU
TaKCOHOMUN CUCTEMbI 0O0ralleHs MOryT CyLLEeCTBEHHO COKpPaTUTb TPy-
[0eMKOCTb 3aga4u. Mel npegnaraem 1 cpaBHMBaeM AiBa nogxona k obora-
LLLEHNIO TAKCOHOMUMN, OAVH N3 KOTOPbIX NCNOJb3YeT MHOpMaLmio U3 onpe-
DeneHnn cnoe, a BToOpon — nHdopmMaumio 0 KOHTEKCTax, B KOTOPbIX C/I0Ba
BCTPEYAIOTCH, @ TaKXKe KOMOMHUPYEM 3TN NoAxoabl. [epBbIi METOA ULLLET
KOrMMOHMMbI OTCYTCTBYIOLLLErO B TARKCOHOMMUM CJI0BA IMOO C MOMOLLbIO ANC-
TPUOYTUBHbLIX BEKTOPHbLIX NpeacTasneHnin cnos (word2vec), nmbo ¢ nomMo-
b0 13bIKOBbIX Moaenen (XLM-R), a 3aTeM vLeT runepoHnUMbl HANOEHHbIX
KOFMNOHMMOB B YXe MMEILLercs TakcoHoMmun. BTopo meTtop, ctapaeTcs
M3BNeYb FMNEPOHMMbI HENOCPEeACTBEHHO W3 onpepeneHunt Wiktionary.

MpepnoxeHHble MeToAbl OblIN OLEHEHbl B pamMKax COPEBHOBAHUSA
no oboralleHnio TakcoHomMun Ha koHdepeHuun Dialogue-2020. Mbl no-
Kasanm, 4To npenckasaHve rmnepoHMMOB KOMMMOHUMOB MO3BONSET A0-
CTuYb BoNee BbICOKMX pedynbTaToB. KomOmHaumsa 060Mx MeToA0B nNpuBena
K OOMNOSIHATENbHOMY YY4LLEHUIO PEe3Yy/bTaTOB M BOLWAA B TPOMKY NyHLIMX
CUCTEM ANs rNaronos. BaxHol 4acTbio paboThl ABASIOTCS AETalbHbIN Ka-
YeCTBEHHbIN aHaNN3 1 aHaNM3 oWMBOK NPEANOXKEHHbIX METOLOB, KOTOPbLIE
no3BONIUNN chenatb psif, MHTEPECHbIX HabNAeHUA N cHOPMYIMPOBaThb
naen ons ganbHenwenwnx nccneaoBaHnii.

KnioueBble cnoBa: NeKCUKO-CEMaAHTUYECKME OTHOLUEHUs, npeackasa-
HUE rMNepoHNMOB, oboralieHme TakCoOHOMUK, ANCTPUOYTUBHAA BN30CTb
CNnoB, n3Bne4vYeHne onpepeneHunii, word2vec, HEMPOHHbIE A3LIKOBLIE MO-
nenn, XLM-R
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1. Introduction

Structured resources describing lexical-semantic relations between words such
as synonymy, hypernymy, meronymy, etc. are known to require a lot of time and ex-
pert labour to build. However, modern machine learning methods allow to approxi-
mately predict which relations are held between words given unstructured resources
like word definitions or word usage examples. Dialogue-2020 shared task on taxon-
omy enrichment [10] is a competition to compare these methods. The task is to predict
possible positions of a word absent in a taxonomy. More technically, for each word
in a test set 10 possible synsets of a given taxonomy shall be predicted, which are ei-
ther direct hypernyms or hypernyms of hypernyms of this word.

We propose two approaches to the task, named Hypernyms-of-Co-Hyponyms
(HCH) and Definition Processing (DP). HCH method tries to predict co-hyponyms
of the word in question using a distributional semantic model (word2vec) or a lan-
guage model (XLM-R), then maps them to the taxonomy and returns their hypernyms
as the result. DP method extracts hypernyms from word definitions retrieved from
Wiktionary. While HCH significantly outperform DP, the best results are obtained us-
ing their combination. Our combined system was the 3rd best performing system for
verbs and the 5th for nouns.

2. Related work

Since this is the participating system description paper, we will describe only those
work, which our methods are based on. Please, refer to [10] for an overview of the field.

To retrieve co-hyponyms of a given word, our HCH method exploits word2vec
distributional semantic model [9] or XLM-R cross-lingual language model [3]. Word-
2vec learns low-dimensional vector representations of words (word embeddings), that
are useful to predict their contexts in unlabeled corpora. Empirically, simple algebraic
operations with learnt embeddings allow modeling some aspects of corresponding
words’ meaning. Most importantly for our work, using cosine similarity between word
embeddings allows retrieving words, which are frequently co-hyponyms of a given
word. In [2] the authors trained word2vec model for the Russian language on 150GB
lib.rus.ec corpora and showed that this model outperform several other methods for
retrieval of semantically similar words. We employed their word embeddings for the
first step of our HCH method. XLM-R is a masked language model (MLM) trained
on texts from 100 languages similarly to multilingual BERT [4], but having 3x more
parameters, 2x larger vocabulary and trained not only on Wikipedias, but also Com-
mon Crawl, which increased training data for low-resourced languages by orders
of magnitude resulting in more than 2TB of data in total. As a MLM, it is good at pre-
dicting words that can appear in a particular position in a given context. We exploit
this ability to find words, that can either replace or appear in coordination with the
target word in many different contexts.

A method very similar to our DP method was proposed as one of the baselines for
SemEval-2016 Task 14: Semantic Taxonomy Enrichment [5]. In this task systems had
to attach a new word into an existing taxonomy. Unlike our task, not only words but also
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their definitions were given as input to the systems. First Word First Sense approach was
a very strong baseline, which was outperformed by only one participant. This baseline
looked for the first word in the definition with the same part of speech as the given
word. Then the corresponding synset was assumed to be the correct hypernym. Extend-
ing this approach, our DP method first retrieves definitions and then extracts not only
words, but also phrases that can represent hypernyms of the word defined. This modifi-
cation is required since in our task most synsets are represented by phrases.

3. Taxonomy enrichment methods

3.1. Hypernyms-of-Co-Hyponyms (HCH)

The Hypernyms-of-Co-Hyponyms (HCH) approach is based on the assumption,
that the words distributionally similar to the target word are often its co-hyponyms,
hence they have the same hypernyms we would like to predict (see Appendix B for
detailed analysis regarding this assumption). As the simplest default option, we em-
ploy Skip-Gram Negative Sampling word2vec model [9] trained on 150GB lib.rus.
ec corpus of books mostly in Russian [2] with cosine similarity metric to find k near-
est neighbours for the target. This option works bad for words that are either absent
or very rare in lib.rus.ec, thus, do not have good embeddings (Appendix C explores
the correlation between word frequencies and hypernyms prediction quality). Never-
theless, we found it to be the best performing option.

Alternatively, we can find occurrences of the target word in some corpus, re-
trieve their contexts and ask a language model which words can replace or stand
in co-ordinated row with the target in these contexts. Specifically, for each target
word we have retrieved examples from the news corpora [10] using Sphinx search en-
gine! and passed them to XLM-R [3]. The target can be replaced with the special token
<mask>, so the model will receive the same kind of input it was trained on. However,
this hides the target from the model and often results in predictions, that are plausible
but entirely unrelated to the target. To stimulate predicting co-hyponyms we employ
dynamic patterns proposed by [ 1], i.e. replace the target with a pattern like “<mask>
and T” and then replace T back with the target. Thus, instead of I love <mask>, the
model receives I love <mask> and cats. For each example we take 100 tokens that are
most probable in the masked position as substitutes for the target in this example (this
number is selected intuitively, selecting it as a hyperparameter may improve results).
For each target we take k most frequent substitutes across all examples as the near-
est neighbours. Since XLM-R has a vocabulary of 250K subwords shared for 100 lan-
guages, it contains only a small number of frequent Russian words. We found it benefi-
cial to predict substitutes consisting of two subwords by inserting two masks, taking
100 most probable predictions for the first one and then one most probable continua-
tion for each of them. We leave exploration of other multitoken substitutes generation
techniques for the future work.
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For each nearest neighbour we find all matching synsets in RuWordNet [7]. Ex-
act matching (i.e. retrieving only synsets having exactly the same word as one of their
expressions) resulted in better final performance than inexact matching with limited
Levenshtein distance. For XLM-R we additionally performed lemmatization. Then for
each matched synset we find its hypernyms. Finally, for each target word we return
10 most frequent hypernyms of its nearest neighbours as the result.

For a few target words, table 1 shows their nearest neighbours, that were
matched to some synsets. Nearest neighbours having direct or second level hyper-
nyms that are also correct hypernyms of the target word, or nearest neighbours that
are correct hypernyms themselves, are in bold. These nearest neighbours contribute
towards correct predictions. See section 4.1 and appendix A for additional analysis
and discussion.

Table 1: Target words with their top- 15 nearest neighbours,

Target
word

that were found in the taxonomy. Neighbours that resulted

in correct hypernyms predicted are in bold

word2vec

XLM-R (<mask><mask> or T)

repeus- nepeusars, my06JINKOBaTh, WCIIOJIHATD, IEPEMUCHIBATh,

ZlaBaTh u3zaBaThCs, peLleH3UPOoBaTh, BBIZIaBaJIl, IIOBTOPUIIH,
IepeneyaThIBaTh, IeYaTaThCA, JIOTIOJIHATD, IEPEBOIUTH,
nevyaTars, lepeusiaHue, u3/]aBaTh, IOBTOPATD, U3JAJH,
ony6JNKOBaTh, U3/laHNe, HalledaTaTh, | U3/aBaJiu, Iepenrcaiu, CTaBuI,
JIBYXTOMHUK, ITIePEIUChIBATh, TIOBTOPSLJ, TIOKa3bIBaJ, H3JaBad,
JI0NIEeYaThIBATH, IEPEYUTHIBATD, ...

MIBLIATh MOJIBIXaTh, TOPETh, IJIAMEHETh, TOpAT, TaZlaeT, TOPUT, Cliaja,
cropars, 3allbLIaTh, TI€Th, CUATh, ropeJia, Tpyc, TOpAIiero,
KUIIETh, Pa3roparhbcs, TPeneTarTh, TOPALINX, IJIAMA, TAeT, TaCHET,
3aroparbcs, JBIMUTHCS, BCIBIXUBATh, mraTaeTcs, morubaeT, TOHET, XKPET,
CBepKaTh, 3aTOPeThed, ...

NpOXKEBHI- | epexKeBbIBaTh, IPOKeBATh, JKeBaTh, COJIUTD, YUCTUTD, KYIIATh, XKYTb,

BaThb OTKYCHIBaTh, pa3:eBaTh, HPOIJIATHIBATh, | XKPaTh, IPO6OBATh, IPOIYCKATh,
3ar/aThIBaTh, IEPEKEBAaTh, IJIOTATh, BapuTh, APOGUTH, PACTBOPSTS,
chbefaTh, HaeaThCA, I02KeBaTh, CbeCTh, | pe3aTh, MATH, JKeBaTh, CMBIBATh,
IIPOIJIOTUTH, 3aIIUBATH, ... YAQIATD, ...

nepBomMay | mepBoMaucKui, cy660THUK, IPa3JHUK, | mepBoro mas, [Ipa3gHuK,
HOBOTO/[HUH, I00UJIEH, Ipa3AHUYHBIH, pabouwii feHb, [lepBoMaii, mepsoe
roZI0BIIVHA, Ipa3/JHOBATh, OTMeYarh, Mas, Mas, HesaBucumocTsb,
NpeAnpa3JHUYHbBIN, IATUAECATUIETHE, | allpesb, BBIXOAHOMW, BeTuKui,
MUTUHT, ITapaj, UMEHUHEL, JIETHE, ... Hossrii rog, BOB, pabouero ziHs,

npas3AHuKa, /IeHb TPyAa, ...
aT/IeTU3M | CIIOPTHUBHOCTbD, ATJIETUIHOCTD, roJb}, TOBKOCTb, KPOCC,

cIopT, 60AUGUIANHT, KYIbTYPHU3M,
BBIHOCJIMBOCTD, ATJI€TUYECKUH,
OJIMMIIU3M, MY>X€CTBEHHOCTb,
KYJIBTYPUCTCKUH, MOTOCIIOPT,
apTUCTU3M, TEXHUYHOCTD,
MYCKYJIHCTOCTb, QU3KYIBTYPA, ...

CKOPOCTBIO, CUJIBHBIM, YMOM,
yMeHUEM, aKTUBHOCTBIO,

¢duTHeca, OOKCca, TUMHACTUKH,
CEeKI[UU, PETPO, KOHb, UYTBE, ...




Arefyev N. V., Fedoseev M. V., Kabanov A. V., Zizov V. S.

POS mapping. While the correct hypernyms always have the same part of speech
(POS) as the target, nearest neighbours often contain words with different POS, re-
sulting in incorrect predictions. Predictions with incorrect POS can be simply filtered.
However, we noticed that derivationally related words with different POS usually
correspond to synsets with identifiers differing only by the last letter. For instance,
the synset ‘144051-N’ consists of words: uzgarenbckoe geno (publishing), meuaranue
(printing), HaneyaTaHue (typing), usganue (publication), and ‘144051-V’: BEIXOAUTH
u3 nedatu (see the light), mevarats (type), Hameuarats (print), u3gars (to issue), us-
naBatbed (to be published). Changing POS in the synset identifier, i.e. replacing the
letter with the desired, often results in additional correct predictions. Therefore, af-
ter finding the nearest neighbours and their synsets, for synsets with the wrong POS
we replace their POS with the POS of the target. Only if the resulting synset is not
found in the taxonomy, we remove it from predictions.

Hypernyms ordering and merging. We use not only direct hypernyms of near-
est neighbours (denoted as degree 1), but also hypernyms of hypernyms (degree 2),
they are compared in section 4.1. Given a list of nearest neighbours of a particular
target, we build two ordered dictionaries, for their direct and indirect hypernyms
separately, with hypernyms as keys and their counts as values. Hypernyms appear
in the decreasing order of their counts, and if the counts are equal, in the order of cor-
responding nearest neighbours. Thus, if there are several nearest neighbours with
the same hypernym, this hypernym will be among the first hypernyms in the dic-
tionary and will more likely be returned as the result. Also, if there are several hy-
pernyms with the same counts, we will return those corresponding to more similar
neighbours first. The best results are achieved by merging direct and indirect hyper-
nyms (degree 1 +2). Counts of each synset occurred as a direct and indirect hyper-
nym of nearest neighbours are added. For hypernyms with the same counts the order
of corresponding nearest neighbours are preserved. Thus, we return 10 most frequent
hypernyms of nearest neighbours, preferring hypernyms of neighbours that are more
similar to the target word if the counts are equal.

3.2. Definition processing (DP)

The definition processing method extracts hypernyms from Wiktionary defi-
nitions. Wiktionary is a lexical semantic resource, introduced in [11]. It contains
word definitions, examples of word usage, and some metainformation. Definitions
can be classified into two large groups, intensional definitions try to give the sense
of aterm and extensional definitions try to impose the objects that a term describes [8].
We are expecting to see the intensional ones. The simplified version of the DP method
assumes that some phrase in the definition is the hypernym or at least reflects some
connection with the hypernym of the word defined, and this hypernyms is already de-
scribed in the taxonomy. Thus, for each N it looks at all the N-grams of the definition D
and finds out which have corresponding synsets S (N, D) in the taxonomy. We fix the
maximum N for which S(N, D) is not empty. Such N-grams and their corresponding
synsets are considered to be hypernyms. For example, the phrase ‘A B C’ will be pro-
cessed from N = 3 to N = 1. First, if the taxonomy has synset ‘A B C’, it will be the only
answer. Next, the method will search ’A B’ and 'B C’ in the taxonomy and return those
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that were found. If none of then was found, the same procedure will be performed for
‘A, ‘B, ‘C’ separately.

After analysing errors of this simplified method, we found situations when the
extracted hypernym is not found in the original taxonomy. This problem was solved
by recursively enriching of the taxonomy. In the first iteration we extract from each
definition D all the N-grams with N = 0.8 * [en(D) and map them to the taxonomy.
For definitions with non-empty S(N, D) we add the defined terms to the taxonomy and
specify S(N, D) as their hypernyms. Then we exclude these definitions from the itera-
tive process. We decrease N for each definition by one on each iteration and repeat
hypernyms search and taxonomy enrichment procedure. Thus, terms with short defi-
nitions are added to the taxonomy first. For short definitions, the precision of each it-
eration (proportions of true positives in S (N, D)) is larger than for long definitions. The
intuition is that in initial iterations we introduce less noise to the taxonomy, and that
is why the noise grows more slowly in the later iterations. Thanks to such step-by-step
filling in, we can detect, for example, the relation “alimazs — rniaHIIETHBIA KOMITBIO-
tep” (“ipad” IsA “tablet computer”). This happens in the following way. There are two
different definitions: ITnanwem — mo xce, umo naanwemuslii kKomnstomep... (a tablet
is the same as a tablet computer...), and aiinad — naanwem mapku iPad (ipad is an iPad
brand tablet). First, a relation: “nianmier — 1mraHIeTHeIN KoMnbioTep” (“tablet” IsA
“tablet computer”) will be built, and then “aiinag — mianmer” (“ipad” IsA “tablet™).

4. Experiments

To develop our models and select their hyperparameters during the evaluation
period, instead of using the development set provided by the organizers, we have de-
cided to build another development set that is more similar to the test set. To achieve
this, the words from the public test set were sorted by their frequencies in the news
corpus, and then divided into 10 bins containing equal number of words. All the words
from the given (train) part of the taxonomy were mapped to the same bins. We have
sampled 50 train words from each bin. This resulted in the development set, that con-
sists of 500 words having the same frequency distribution as the test words. However,
other characteristics of the obtained development set may still be far from the test set.
Hence, in during post-evaluation period we have decided to perform hyperparameter
and error analysis on the public test set, leaving the private test set for the final evalu-
ation of our methods performance.

4.1. Hypernyms-of-Co-Hyponyms

Figure 1 shows the dependence of the results of HCH method using word2vec
from hyperparameters on the public test set. MAP is low if we use only the synsets
of nearest neighbours (degree 0). This is intuitive because only few nearest neighbours
are hypernyms of the target word. It is better to use direct hypernyms (degree 1), than
indirect ones (degree 2). The combinations of hypernyms perform significantly bet-
ter. Also, we see that larger top-k perform better. We pre-calculated only 300 nearest
neighbours, however, increasing this number will likely increase the results further.
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Table 2 compares HCH method using word2vec (default) and XLM-R to retrieve
nearest neighbours. Evidently, word2vec results in better nearest neighbours for the
task. Regarding the XLM-R model, from figure 2 and table 2 we see that two-subword
substitutes perform much better, and “<mask><mask> or T” template is consis-
tently better than “<mask><mask> and T”. Additionally, POS mapping gives small
but consistent improvements for word2vec.

metric = MAP | pos = verb metric = MAP | pos = noun
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Figure 1: Evaluation of HCH on the public test set
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Figure 2: Evaluation of HCH with XLM-R on the public
test set with degree of hypernyms 1+2

The detailed error analysis of HCH method can be found in appendix D. From
examples in table 1 and appendix A, it seems that word2vec produces less frequent
and more diverse words, which are closely-related to the target, however, they are not
exclusively co-hyponyms, but also topically related words. The error analysis revealed
that such nearest neighbours is the largest source of errors. XLM-R generates more dis-
tantlyrelated (and sometimes seemingly unrelated) words. One possible reason is gen-
eration of substitutes consisting of one or two subwords only, which greatly limits pos-
sible substitutes. Another possible reason is that XLM-R is trained with cross-entropy
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loss resulting in prediction of frequent words first, while word2vec is trained with
negative sampling loss, which promotes words having high PPMI with the target [6].
The potential advantage of XLM-R is its ability to generate not only words, but also
phrases (notice New Year among other holidays in table 1). See appendix B for addi-
tional study of relations between targets and their nearest neighbours.

Rare words may have bad word2vec embeddings or no embeddings at all, result-
ing in inadequate nearest neighbours and bad performance. Appendix C investigates
this problem. It shows that the performance of our method drops for the target words
having less than 100-200 occurrences in lib.rus.ec. Luckily, the majority of words
have more occurrences, so this is not the major problem.

4.2. Definition Processing

Table 2 shows that pure DP method is much worse than HCH method using
word2vec. It is comparable with the results of HCH using XLM-R. Detailed error analy-
sis can be found in the appendix E, while this section summarizes problems discovered.

Most errors (about 43%) are words in the test set, that do not have definitions
in Wiktionary. Another problem is using exact matching to find synsets corresponding
to the extracted N-grams. For example, phrases “ambulance station” and “ambulance
substation” are considered different. These mistakes constitute about 10% of errors.

Table 2: Model comparison on the public test set.
DP¥means DP with k iterations. HCHoPk degrees megns HCH with
top-k neighbours and specified degrees of hypernyms

Method Nouns MAP Nouns MRR Verbs MAP Verbs MRR

HCH?300,1+2+0 0.4430 0.4728 0.3130 0.3531
HCH?300, 1 +2+0vw/o POSmap 0.4341 0.4615 0.3061 0.3472
XLM-R (<mask><mask> or T) 0.2480 0.2766 0.1844 0.2121
XLM-R (<mask><mask>and T) |0.2338 0.2659 0.1472 0.1723
XLM-R (<mask> or T) 0.1673 0.1926 0.0543 0.0641
XLM-R (T and <mask>) 0.1539 0.1786 0.0377 0.0410
DP30 ‘ 0.1894 0.2175 0.1904 0.2519
HCH>° + Dp3 0.4165 0.4538 0.3122 0.3613
HCH>%+ DP12 0.4045 0.4365 0.3586 0.4072
HCH!0+ Dp12 0.4196 0.4540 0.3548 0.4019

Some predictions also have a very low precision, i.e. small proportion of true
positives in the predicted answers. Meanwhile, we can identify which of the answers
are potentially correct. Particularly, this can be obtained from the fact that sentences
are usually built in a sufficiently simple way. The corresponding definition was con-
structed on average as a single sentence with no more than two objects. It implies that
one, two, or three synsets can be found in the definition. As an example, if we have
target word nycmesnwea (kestrel) and DP method returned xuwHas nmuuya, e2komblc-
JNieHHbLl uenosex (predatory bird, frivolous person) (N =2), we consider them to be
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right answers. But if we have knuea, Hayku, npekpamume, UCKIIOUUMENILHO, 3HAKO-
mums, nomom (book, sciences, stop, exclusively, meet, after) (N=1) for target word
coHHuk (dream book), it is the signal that our answer is possibly wrong. Therefore,
it was able to see that if we found more than three hypernym synsets for the target
word, the output is more likely to be polluted. Such results were rejected, and did
not contaminate taxonomy (8%). Moreover, if N was reduced to 1, some individual
irrelevant words (auxiliary verbs, as a common example) could appear in the output.
At N > 1 most of the extracted senses were true hypernyms. The disadvantage of defi-
nitions was in a fact that the position in the taxonomy could differ by one or several
relation steps from the answer. The problem with precision was solved by intersecting
predictions with the HCH predictions. The completeness problem still remains.

5. Final combined model

The combined method used voting. Hypernyms predicted by both HCH and
DP methods were returned first, their order in HCH answers was preserved. If the
HCH returned less than 10 hypernyms, then the output was supplemented by the an-
swers of the DP method. For instance, if HCH predicted ‘A B C D’ and DP predicted
‘C B E’, then the combined model returned ' BCADE’.

The results of the combined model are shown in table 2. Interestingly, iteration
DP method improves quality for verbs, but worsens it for nouns. In general, DP method
makes HCH results more accurate, but has significant limitations if used alone.

6. Conclusion

In this paper we have proposed and evaluated two methods of taxonomy enrich-
ment, exploiting information both from word definitions and examples of word usage.
We have shown that their combination improve both of them, resulting in 3rd best result
for verbs and 5th for nouns (table 3) on Dialogue-2020 taxonomy enrichment shared task.

Table 3: Final results on the private test set

Competitor Nouns MAP Nouns MRR Verbs MAP Verbs MRR
Our submissions: team MorphoBabushka

HCH 300, 1+2  pp30 0.4497 (5) | 0.4835(5) | 0.3890(3) | 0.4419 (3)
DP30 0.1729 (13) | 0.1931 (13) | 0.1399 (11) | 0.1690 (11)
Top participants’ submissions

cointegrated 0.4178 (6) | 0.4503 (6) | 0.4483 (1) | 0.5049 (2)
Yuriy 0.5522 (1) | 0.5940 (1) | 0.4355(2) | 0.5130 (1)
xeno 0.5054 (2) | 0.5433(2) |0.3075(4) | 0.3547 (4)
KuKuPl team 0.4976 (3) | 0.5332(3) | 0.2470 (6) | 0.2897 (6)
RefalMachine 0.4930 (4) 0.5314 (4) 0.2542 (5) | 0.2969 (5)

Though it proved to be hard to apply modern language models like XLM-R to the
task of taxonomy enrichment compared to the simplicity of word2vec, we believe
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that further work on substitute generation using such models can result in new SOTA
in this task. At the same time, using dictionaries or similar resources to solve the
task seems to give bad results unless combined with other strong methods. These re-
sources contain only a small fraction of the target words and the definitions are usu-
ally misleading. Still it worth trying to extract good definitions from the whole Web
using search engines and definition extraction techniques.
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Appendix A. Examples of nearest neighbours found in the
taxonomy

For a few target nouns and verbs, table 5 shows nearest neighbours (15 at most)
from top-300 word2vec and top-100 XLM-R nearest neighbours that were matched
to some synsets. Nearest neighbours that resulted in correct predictions (i.e. nearest
neighbours having direct or second level hypernyms, that are also correct hypernyms
of the target word, or nearest neighbours that are correct hypernyms themselves),
are in bold. Words “o6ropars” and “nponuxHyTtbcsa” don’t have nearest neighbours
in XLM-R because in the news corpus there are no examples with these words, there
are only with the words “o6roparbca” and “IponUXHYTH”.

Table 4: Distribution of counts of the nearest neighbours found
in the taxonomy among top-100 nearest neighbours

verbs

word2vec XLM-R + word2vec XLM-R +
quantile word2vec +lemm XLM-R lemm word2vec +lemm  XLM-R lemm
0.05 1 9 0 57 0 5 4 31
0.25 7 27 8 75 4 16 11 58
0.50 16 46 32 84 9 29 25 75
0.75 26 62 67 90 15 42 39 85
0.95 43 78 85 96 39 63 61 94

Table 4 shows distribution of counts of the matched nearest neighbours among
top-100 nearest neighbours. Obviously, lemmatization increases the number of matched
neighbours for both models. However, our experiments have shown that for word2vec
it does not improve final results, so we did lemmatization only for XLM-R. This is due
to the fact that given a word in its base form, word2vec often returns similar words
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in their base forms also. Unlike word2vec, XLM-R is a language model and returns
those forms that are appropriate given particular contexts. Also, there more matched
neighbours for XLM-R than those for word2vec, probably because XLM-R generates
only 2 subword units, which are mostly frequent words and phrases, hence, they are
more likely described in the taxonomy.

Table 5: Nearest neighbours that were found in the taxonomy.
Neighbours that resulted in correct hypernyms predicted are in bold

targetword word2vec XLM-R (<mask><mask> or T)

BapeBo noxJje0Ka, IOiJIo, CYII, pary, KBac, BapKa, MsCO, caJio, CMeCh,
[IOMEIINBaTh, 3eJIbe, KOTEJIOK, CyIIYHUK, |KapTodeb, COYC, 3eeHb, BeZPO,
KyllIaHbe, KOTeJ, CHaZlo0be, TOJIOBHUK, | CyIIa, COJib, TBOPOT, CIIELINH, e/1a,
x1e6barh, pa3MeIIBaTh, OYJIBbOH, ... Me[b, ...
ZIOKTOP npodeccop, Bpay, ICUXUAATP, npodeccopa, macrepa,
MeAUK, XMPYPT, KOJLJIera, aCCUCTEHT, | JOKTOPAHT, Bpayeid, ICHX0JI0ora,
HEBPOIATOJIOT, TAl[UEeHT XUPYPra, ClelUaanucTa, yaeHoro,
OBIBILETO, YIEHBIH, aKaJeMUH,
aZBOKaTa, I0pUCTa, CTYyAEHTa,
JKYPHAJIUCTA, ...
PaZuOKyp- | TeJIexKypHAJHUCT, )KYPHAIUCT, PaZiO- | aBTOPOB, Y PHAJIHMCTOB, dKCIIED-
HaJIUCT BeJyIIU, TeJeBeAy i, Teae000- TOB, PEIaKTOPOB, PENIOPTEPOB, Be-
3peBaTeb, 3CCEUCT, KOJYMHHUCT, IPO- | AYIIUX, IPOAIOCEPOB, TPOIPAMMHU-
3aMK, 0003peBaTesb, KOPPECHOHAEHT, | CTOB, OIEPATOPOB, UCIIONHUTENEH,
MeXAyHapOJHUK, GOTOXKYPHANCT, TU- | ar€HTOB, BHIITYCKHUKOB, [THUCATe-
Teparop, MyBINLHCT, TEIETIPOAIOCED, ... | Teii, poTorpadoB, peKUCCEPOB, ...
npanpas- npaBHy4YKa, BHyYKa, POJCTBEHHHUIIA, |BHYyKa, 0aOyIlIka, JO4Ka,
HyuKa nIeMsAHHUIA, npababka, HacJeAHUIIA, BIOBa, HaCJAeAHUKA,
npababyiika, IpaBHYK, POBECHHIIA, HSHS, CHIHOK, IeBUIIa, CYIPYTa,
BHYK, 049b, Ky3WHa, IPaNpPaBHYK, HeBecTa, NoAPYra, cecTpa,
cecTpa, IOTOMOK, HaCJeJHHUIA, ... IEHKa, POAHA, ...
3a/lyIIeB- [IPOHUKHOBEHHOCTD, CEPAEYHOCTb, JAYLIEBHOCTb, IETKOCTb, JKUBOCTb,
HOCTb MY3BIKaJIbHOCTb, YIIEBHOCTb, HETIPU- | UICKPEHHOCTH, OTKPOBEHHOCTb,
HYXJAEHHOCTb, JOBEPUTEIBHOCTb, JIa- HeIocpeICTBEHHOCTD, CTPACTB,
CKOBOCTb, MEJIOZINYHOCTb, UCKPEHHOCTb, | POMaHTHKa, TOPKECTBEHHOCTH,
HeINOoCPeCTBEHHOCTb, TPOTraTeIbHOCTD, | YyBCTBEHHOCTH, TOHKOCTb,
TPENEeTHOCTD, BBIPA3UTEIbHOCTb, IIPU- 9MOIMOHAJIBHOCTb, IPOCTH,
BETJINBOCTH, €CTECTBEHHOCT, ... XOJIOAHOCTD, MATKOCT, ...
MeperiecTy | MepernsieTaTh, CIUIECTH, 3aIJIECTH, CBfI3aTh, Pa3/le/INTh, Pa3BsA3aTh,
BILJIECTH, PACILJIECTH, NTEPEIJIETEHHBIH, | COBMECTH, CBS3BIBATh,
nepenucarh, HeperneyaTars, OTIeYa- | CHHXPOHU3UPOBATh, YBA3aTh,
TaTh, CKPEIUTD, CILIECTUCh, BKIEUTD, nepeBsa3aTh, COYETATh,
CIIeNUTh, 0OMOTATh, HAIIEYATATb, ... TIPUBA3aTh, 3aBA3aTh, CMELIATh,
BSI3aTh, CBECTH, 00 JUHSATD, ...
OTBEPTETH OTKPYTHUTH, OTBUHTUTH, OTBUHTUTHCA, | N0 nearest neighbours
pa3BepTeTh, OTKPYyUYUBATHCS,
HaKyTHIBaTh
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target word word2vec XLM-R (<mask><mask> or T)

obroparb o6ropers, 06J1e3aTh, LIETYIIUTHCA, TaZiaeT, pacnajaeTcs, pa3BOAUTCA,
00yrIUBaThCS, BEITOPATh, CMYIJIETh, | TOPUT, BBIIIA/ZIAET, KPACUTCH,
OTC/IaUBaThCS, OOYTIIUTHCA, YEPHETD, | OeJjieeT, MomnajaeT, CTPaJaerT,
JBIMUTBCSA, IO/ PKapUBaThCs, 3aTOPeTh, | TOHET, laTaeTcs, CTapeeT, IIBETeT,
TJIABUTHCS, TPECKATHCS, IOCMYTJIETh, ... | TEPAETCS, IOPTUTCA, ...

MIPOMUX- MPOTOJIKHYThCS, IPOTUCHYThCS, IIPO- | no nearest neighbours

HYTbCA TOJIKQThCSA, BTUCHYTHCS, IPOJOXHYTh,
TIpoJIe3Th, IPOTUCKATHCS, aBKa,
IPOTUCKUBATHCS, IPOMUXUBATHCH,
BIUXHYTb, IPOIIUXHYTh, 3aTOJKATh,
IPOTaJKUBAThCH, 3AIIUXHYTH, ...

YTacKUBaTh |yTalMTh, 3aTaCKUBaTh, OTTAaCKUBaTh, |Opaau, 6epyT, Be3yT, HECYT,
YBO3UTH, YBOAUTH, 3a0UPaTh, BBIBO- TIepeHOCHUIY, BeAy'T, BOAUIIY,
JIaKUBaTh, 3aMaHUBaTh, IPUTACKUBATh, |PBET, HECIY, BEBIHOCUJIN, HOCUIH,
MOXHUIATh, IOATACKUBATh, BBITACKU- | 3a0paji, youpasau, mogHUMAJH,
BaTh, TAIIUTh, TACKATh, BOJIOYD, ... 6pocainy, ...

Appendix B. Relations between target words and their nearest
neighbours

Table 6 shows the nearest neighbours, that were found in the taxonomy
(10 at most), and their relation to the target. Only synsets that have a common hy-
pernym (direct or transitive) are considered related. CHX " Y~ stands for co-hyponyms,
which are connected to the target by a path of X upward and Y downward edges, hypoX
and hyperX stand for hyponyms and hypernyms of level X and syn are synonyms of the
target. none means that the target and its nearest neighbour do not have any common
hypernym at any level.

Table 6: Examples of relations between target words and nearest neighbours

target word word2vec XLM-R

6askapka

kapadaeska(CH! ¥ 17), rarapka(CH! + 1),
kusmmopt(CH® *57), ykpannka(CH! *27),
agpireiika(CH! * 1) yemka(CH! * 2°), rpysuska(CH2 +2°),

gysamka(CH! * 1),

apabka(CH? * 17), pycanka(CH> * 37),
xupruska(CH! * 1),

MoHroaka(CH2 *27),
ceBepanka(CH® *37)
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target word word2vec XLM-R

y30CTh OTpaHUYeHHOCTH(Syn), cnaboers(CH! +17),
oxHocToporHocTb(hypol), HegocratouHocTs(hyperl),
noBepxHOCTHOCTH(CH? © 1), OrpaHMYEHHOCTH(Syn),
HepasBuTocTh(CH! +17), rpy6ocTb(none), Hesnanue(CH* + 27),
3aMKHyTOCTBH(CH® *47), 3aKkpeITOCTH(CHS *+27),
ozHo60KOCTE(hypol), y3KocTh(syn), maoTHOocTh(CH2 +27),
npuMuUTUBHOCTB(CH? +37), HeonpezeneHHoCTH(CH? +37),
y6orocts(CH! * 1), Hu30cTh(CHS +47),
MesnoyHOCTh(CH3 *37) ocobeHHOCTH(CH? * 17)

WHTEJUIEKT | NHTeJIeKTyalbHbIH(none), Helpor(CH® *47),
pasym(syn), mbimteHue(CH2 + 17), HUW(CH® * 57), untyunusa(none),
noteHnuan(CH* +4-), coBecTh(CH® *37), cmex(none),
MHTeJIeKTyaabHOCTh(syn), yM(syn), |BocnuTtanue(none), mycop(CH® *4-),
mo3r(CH® +57), ymcrBennsiii(none), | ydensiii(none), rerom(CH® *47),
coo6pasurtenbHOCTH(CHS *17) UCKyCCTBEHHBIM (none)

BOCCTaBaTh |BOCCTaTh(Syn), 6yHTOBaTh(Syn), cTaHOBUThCA(none)
nokopATbesa(CHS * 67),
orpekaTbcsa(CH? +37),
onoagarbea(CH? *27),
ponraTh(CH! + 1),

Hucnposeprarb(CH* +57),
HerozoBaTh(CH?> *37),
onomguThea(CH2 +27),
BoamymaTh(CH* * 47)

3acTer- 3acTerHyTh(syn), 3aBazaTb(CH3 *>7),

HYTbCSA paccrerayTh(CH3 +37), 06yTheca(CH3 *67),
3acTeruBarh(syn), ocTaHOBUThCsA(none),
samHypoBarb(CH! *37), sanHyThCa(CH? * 57), BeraTh(none),
3anaxHyTh(CH? * 27), ozeTbesaA(CH® *+37), y6exxaTn(CH3 +57),
ogeTbcAa(CH? *37), cBazaTh(CH! * 17), sazeTn(CH3 + 27),
3acTeruBaThCsA(syn), "Haxxats(CH3 *27)

HazeTh(CH3 *57),
paccrerayTbess(CH® *37),
pasgetbca(CH?3 +57)

Figure 3 shows the proportion of nearest neighbours related by different relations
to the target words among topk nearest neighbours. These proportions are estimated
on the nouns from the public test set. Only nearest neighbours, that are synonyms,
direct or second level hypernyms (hypernym12), direct hyponyms (hyponym1), or co-
hyponyms connected to the target by 1 or 2 upward followed by 1 or 2 downward
edges (CoHypol2) resultin correct answers predicted. The proportion of the synonyms
and suitable hypernyms shrink rapidly, when topk grows, because nearest neighbours
are sorted by cosine similarity metric, and we take the less close vectors for the tar-
get word, increasing topk. Proportion of the CoHypol2 practically does not shrink.
XLM-R has much less synonym, hypernyms and CoHypol2, much more distantly re-
lated words, that’s why it works worse than word2vec. The target words with wrong
predictions have more distantly related (only by topic) or unrelated neighbours.
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word2vec XLM-R
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Figure 3: Proportions of nearest neighbours
related by different relations to the target

Appendix C. Performance depending on the target word frequency

In this section we explore how the results of our HCH method vary depend-
ing on the frequency of the target word in the corpus that word2vec was pretrained
on. Figure 4 shows MAP and MRR for the words from the public test set depend-
ing on their frequencies in lib.rus.ec. Approximately 7% of the words have no word-
2vec embeddings (because they occurred less than mincnt=5 times in lib.rus.ec). For
them, we backoff to predicting 10 most frequent hypernyms as estimated on the de-
velopment set. All target words that have word2vec embeddings were divided by their
frequencies into 10 bins, containing equal number of words each. Hence, performance
on each bin contribute equally to the final system performance. From the figure
we conclude that for the words that occurred at least about 200 times or more there
is no large dependence between their frequency and performance. For the words with
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less than 100-200 occurrences the performance drops significantly. Finally, most fre-
metric = MAP

quent hypernyms backoff doesn’t work at all.
1.0
0.0 i i ﬁ i ﬁ
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Figure 4: Dependence of the result of the word frequency

Appendix D. Error analysis of HCH method

Table 7 shows the results of error analysis of HCH method made for the public
test set. In total, 100 randomly selected errors were examined, including 50 for XLM-R
and 50 for word2vec. We divided all errors into two large groups: those examples
which had correct answers among all HCH predictions, but not among top-10 final
results (not-in-10), and those with no correct predictions at all (not-in-preds).

Related words. The most common type of errors are due to the nearest neigh-
bours that are somehow related to the target word, but are not its co-hyponyms. For
example, the word o6yx (butt/head) has correct hypernyms cmopowa, 60k, 6okosas
yacmes (side). Its substitutes are monop (axe), mecax (cleaver), 3amouxa (sharpening),
pyxoams (handle), kaiunok (blade), which are not hyponyms of 6okosas uacms (side).
Potentially, this may be fixed by intersecting word2vec and XLM-R outputs. In the
case of XLM-R itself, it is worth trying to experiment with other templates.

High-level hypernym. The second type of errors is related to the hierarchy
of hypernyms. This means that the obtained answers of the system turned out to be ei-
ther too abstract, or even the substitutes themselves are already very high-level hy-
pernyms. An example is the word capkoma (sarcoma) that has true answer onyxosb,
3n0kauecmaeHHoe Hogoobpasosarue (tumor) and predicted answers 60.1e3Hb (illness),
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socnanenue (inflammation), ungexyuornnasn 6onesus (infectious disease), oHko.10-
2uueckoe 3abonesarue (cancer), ¢usuueckoe camouyscmeue (physical well-being).
As another example, the word kocmuat (tousle) has the true answer npsids 8osioc, nyx,
nyuok (lock of hair, topknot), while substitutes already contain a more abstract hyper-
nym gosiocet (hair). At the same time, we have found no cases when true hypernyms
are more high-level than the predicted ones. In the process of analyzing errors, it was
noticed that for errors of this type the right answers nevertheless have a large num-
ber of occurrences, but not as large as those of higher-level hypernyms. Therefore,
it makes sense to give higher priority to the predicted hypernyms with lower level
of abstraction, rather than just the most frequent ones.

Table 7: Error types and counts

XLM-R word2vec
Error type not-in-10 not-in-preds not-in-10 not-in-preds
Related words, not co-hyponyms: 12 6 6 17
High-level hypernym 13 2 3 6
incl. prevalence of higher-level 11 1 3 5
hypernyms in the answers
incl. substitutes are already 2 1 0 1
higher level hyponyms
Incompleteness of taxonomy 4 2 4 5
incl. synonymy 1 2 2 4
incl. minor meaning 3 0 2 1
Complex taxonomy 3 4 2 4
Incorrect interpretation of the word |1 3 2 1
incl. truncated words 1 0 2 1
incl. names 0 3 — —
Total [33 [17 [17 [33

Incompleteness of taxonomy. Some errors are not exactly errors, but cases
where the system found correct hypernym that was not among gold answers. It can
be a synonym of some gold answer. For example, the word keiimepunz (catering) has
the gold answer ecms, npurumams nuwy (eat, digest food), while the system predicts
numamucs, kopmumscs (feed). Sometimes the system predicts hypernyms of some
secondary meanings of the target word. For example, konmopxka (check/bureau) has
only gold hypernyms for one of its senses nucbmernHwiii cmon (desk), but not the other
sense masneHbkas kormopa (small office). Another good example is the word akea-
6atik (jetski). In the context of I[Tomumo daiiguHza, 30ecb MONCHO 3aAHAMbCS BUHOCED-
¢urneom, akeabaiikom, kalimuHzom, nojemams Ha napawome u gepmoJieme (In addi-
tion to diving, you can do windsurfing, jetskiing, kiteboarding, parachuting and he-
licopters), the word axsabatik (jetski) is clearly used as a sporting event, while in the
correct answers it appears only as a vehicle.

Complex taxonomy. This type of errors means that the system’s answers are
suitable, but very different from the correct answers. Examples are the words:
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* kamopaxcHuk (convict)—the correct answer is auyo, omésiearee HaKa3aHue
(person, sending a punishment), answers of the system is npecmynnuk (crimi-
nal), ocyxcdenHoe iuyo (convicted person)

* ¢uanum (cubic zirconia)—the correct answer is kpucmaszn, meepdoe meso, Xu-
Muueckas npodykuus, cuHmemuueckue mamepuanst (crystal, solid, chemical
products, synthetic materials), answers of the system is dpazoueHHbiil kKameHb
(gemstone), muHepan (mineral), kopyHO (corundum), npupoOHoe MUHepaibHOe
obpasosaHnue (natural mineral formation).

Incorrect interpretation of the word. There are errors associated with incor-
rect interpretation of the target word. For example, cmpun (strip) has the correct an-
swer JeHexcHas ueHHas Oymaea, yeHHas 6ymaza (monetary securities, securities),
while word2vec returns cmpunmus (striptease) as its nearest neighbour. In the case
of XLM-R, there are contexts where target words are used as person names or as a part
of some titles. This can be fixed using named entity recognition to filter such contexts.

The performed error analysis revealed that the most common type of errors
is due to the fact that the nearest neighbours are not exclusively co-hyponyms, but
often topically related words. Hence, it may be worth working on better co-hyponyms
prediction.

Appendix E. Error analysis of DP method

Table 8 shows the approximate percentage of errors, that were detected in a ran-
dom sample (49 target words) from the public test.

In reality, some sentences have such a construction, that it is impossible to ex-
tract a hypernym from them. In addition to that, they can seek hypernym that does
not explicitly correspond to any synset. In fact, we are saying that we are looking
for a synset hypernym, for example, for N = 5. Let’s suggest that we haven’t found it.
We godown toN=4,N=23,N=2,N=1. Eventually, we can come to the point, where
our output is littered with a few words (unigrams), which are equally “suitable” for
the role of hypernym. In the worst case, it leads to a drop in precision. However, if the
correct hypernym can be extracted from the definition, it would be found among the
results. This problem was solved because the used method was complementing the
others in such a way, that the method’s accuracy itself was not critical. That’s why
it became possible to avoid its disadvantages.

We distinguish several types of errors.

* Words, that were not presented in the dictionary.

* Too general concept as a result. It happened because of errors, appearing during
matching synset with taxonomy. If definition contains some right synset ‘A B’, but
has it in form ‘<target> is A with ... B’, it wouldn’t match with the whole synset.
More evidently that only A or B would take place in the answer. It can be right
in some cases, especially if Bis property of A, and ‘A B’ is ‘A, but it wouldn’t be right
in the full sense.

* Skip-grams. The phrase corresponding to the correct hypernym is not contigu-
ous. L.e. N-gram was broken by additional words.
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* Rejected examples. If the result has more than 4 alternatives or more than 50%
words from definitions, it is more likely to be wrong. Such results were consid-
ered inconsistent and have been ignored.

* Deformed correct synset. Method hadn’t recognized right synset because
of it’s form. This type of error emerged because of system errors. The method
retrieved some hypothesis, but no one of them was right. It was occurred due
to the sliding window, that stopped before the right short answer and returned
wrong, but long synset.

* Extensional definitions. Such definitions formulates its meaning by specifying
term extension. We found some ostensive definitions, that had only one exam-
ple or some quotes. For example, we have the definition ITonegod — mom, kmo
3aHUMaemcsi noseso0cmeoMm, 8030esibleaem 3epHO8ble, MeXHUUeCKUe, KOPMO-
eble U baxuesvle kKynbmypsl (Field crop is the one who practices agriculture). The
DP method can not retrieve any appropriate synset from this definition.

Table 8: Type of errors for DP method

Type of error % word definition result before matching
Words were not | 43%
presented in the
dictionary
Too general 14% KpHUJIb «300J1. IPOMBICJIOBOE Ha3BaHHUE ‘HA3BAHUE’
concept IIJITAHKTOHHBIX MOPCKUX PA4KOB»
Skip-gram 10% macTud | «peBHAA aHIIMKCcKadA mopoga goroo- | TIOPOJIA’
6pa3HBIX CTOPOXKEBHIX COGaK»
Rejected 8% COHHUK «ycTap. KHUTA, COZlepXKaIlas TOJIKO- ‘KHUTA, ‘TO’, ‘HAYKIT,
examples BaHue cCHOB [IpuMep ynoTpebieHus: ‘TIPEKPATUTE’,
To BAPYT BEIUT HAYKHU IIPEKPATHUTD, ‘UCKIIOYUTEBHO’,
a MOJIO/IBIX JIIO/IeF UCKJIIOUUTENHHO ‘BHAKOMUTPE, TIOTOM’
C OAHUMU COHHUKAMHU 3HAKOMUTB,
a I0TOM, CMOTPUIIIb, COHHUKH
B II€YKY ITOJIETENIH,  HAyKU OIATh
B uecTH cZenanuck. M. E. CanThIKOB-
[MleapwuH, ,B cpese yMepeHHOCTH
U aKKypaTHOCTHU »
Deformed 16% KHUTOYEH | «yCTap. IIOOUTeNb KHUT, YTEHU, ‘MAKCHIM’, ‘TOPbKUIA’
correct synset 3HAaHUW; KHIDKHUK [IprMep
ynoTtpebienus: bByberHas npuciyra
cTaja CMOTPeTh Ha MeHA UCIOAIO0b,
MHe I'OBOPHJIN: — DU THI, KHUTOYeH!
TBI 32 YTO ZIEHBT'U IOy YaEIb?
Maxkcum l'opbkuii, ,,B mogax“s
Extensional 6% IOTMAaTHK | «3HAYEHHE ... 2. TOT, Yb€ MBIIIJIEHUE ‘TOT’
definitions oTIMYaeTcsd J0rMaTU3MOM>»
Ostensive TUpbKa «[Ipumep ynotpebienus: Pasz tonpko | ‘PA3’, “TOJIBKO’,
definition CoJIOMMH paccepAuics He Ha Iy TKY ‘HE’, ‘HA, ‘1T, TIO’,
U TaK yZlapuJ CBOUM MOT'YYUM YTO’, ‘BCE’, ‘HA, ‘HE,
KYJIaKOM IO CTOJIY, YTO BCE HAa HEM ‘VCKIIOYAS’
MOATIPLITHYJIO, He UCKJIlodas MyZJoBOH
TUPBKY, IPUIOTUBIIENCS BO3JIe
yepHuUAbHUIEL U. C. TypreHes,
,HOBB»
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