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Abstract

The paper presents a fine-tuning methodology of the RuGPT3-XL (Generative Pretrained Transformer-3 for
Russian) language model for the normalization of text spans task. The solution is presented in a competition for
two tasks: Normalization of Named Entities (Named entities) and Normalization of a wider class of text spans,
including the normalization of different parts of speech (Generic spans).

The best solution has achieved 0.9645 accuracy on the Generic spans task and 0.9575 on the Named entities task.
The presented solutions are in the public domain at https://github.com/RussianNLP/RuNormAS-solution
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B crarpe mpezcrasiena MeTogosiorus oobydenust a3pikoBoit Mogenn RuGPT3-XL (Generative
Pretrained Transformer-3 st pycckoro si3blka) Jyisi 3aJ1a@9¥ HOPMAJIM3AIMU CIIAHOB TeKCTa. Pere-
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smuHbIX dacreil pean (Generic spans).
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transformer

1 Introduction

The task of normalization is indispensable in Natural Language Processing (NLP) because it allows
both to obtain a connection between the wordforms of the same paradigm and to reduce vocabulary size
while preserving lexical meaning. Text classification, clusterization, topic modeling, style detection,
and many more NLP tasks depend on normalization as a basic stage in the text processing pipeline.
Regarding an isolating, fusional or agglutinative morphology type, normalization comes in two basic
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wordform procedures: stemming or lemmatization. As a more simplistic approach, stemming only chops
word endings from the stem, and thus it often attributes the same stem to cognates or different stems
to the same lexeme. Lemmatization, in contrast, aims to bring tokens to lexemes. There are other
types of normalization, too, such as expanding contractions and abbreviations, but in this paper, we
understand normalization differently due to the entities it is applied to. To normalize a named entity or
a phrase means to reduce it to its so-called «initial» form representing the semantic core which stays
the same no matter what inflections its constituent parts may adopt to provide the syntactic integrity of
a sentence. Most of the time it includes lemmatization, like in the case of the named entity (and noun
phrase) “rpymmer kommanmii JIYKOJI¢, which is normalized into “rpymma xommanmii JTYKOJI*:
the head of the noun phrase, “rpymia xomnanuii JIVKOIL/I“, becomes a lexeme after normalization.
Proper nouns as parts of named entities can be normalized and plural at the same time, like in the case of
“Cepania Poccun, and there are other proper nouns which remain inflected and should not be changed
through normalization.

Normalization methods include the usage of lexical databases, where word forms are linked to their
lexemes. The result improves if part-of-speech (POS) tags are attributed to the word forms. Another
common approach is rule-based, and of course words, as well as named entities and phrases, can be
normalized using Neural Networks (NNs) (not only through using NNs for POS-tagging).

This paper is structured as follows: in section 2, we present the already existing research works re-
lated to the topic under discussion; section 3 gives a general overview of the competition; section 4 is
devoted to our solution of the RuNormAS competition; section 5 provides error analysis, and the paper
is concluded in section 6.

2 Previous Work

The English language was traditionally the first to undergo normalization algorithms, in particular, be-
came the object for the first stemmer algorithm [1]. The analytical morphological structure was the
best suited for this type of algorithms (for example, [2]), which, together with the growing needs of
information retrieval, pushed their development — this happened, in particular, in the works [3], [4].
Nevertheless, it was the fusional and agglutinative languages, with their more productive morphology,
that pushed normalization technologies to new levels and made them a subject of competition. Thus, the
CONLL competition held in 2016-2018 [5,6, 7] set the task of complete grammatical annotation, from
raw text to syntax, which comprised lemmatization for 103 languages, including "surprise languages" in
the private test set. For the Russian language, the quality of word inflexion in context achieved 94.4%
accuracy.

As for the Russian language separately, normalization technologies are also actively developing for it
as a language with a developed morphology. The needs for information retrieval [9] prompted the use of
the rich heritage of morphological description [8].

In 2010, for the first time, a shared task was held for automatic Russian part-of-speech tagging,
lemmatization, and morphological analysis, including the subtask of annotating rare words [10]. The
participants achieved 98.1% accuracy on lemmatization, the test set being not very large. At the
MorphoRuEval-2017 shared task [11], a 96.91% accuracy score in lemmatization was achieved on a
balanced set of data from various sources (news, social networks, fiction, etc.). And in the GramEval-
2020 shared task [12] the track became even more complicated since data from social media, poetry and
historical texts of the 17th century were added to the test sample: the best overall lemmatization score
being 98% on fiction texts, 98.2% on the news, 95.3% on poetry, 96% on social media, 93% on wiki
and 78.3% on historical texts. It became manifest that it is technically possible for the Russian language
to pose more complex challenges, especially for notoriously "difficult-to-process" groups of words and
lexical categories.

3 Dialog Evaluation 2021 Track

Within the framework of the RuNormAS (Russian Normalization of Annotated Spans) competition [13],
the normalization problem is proposed — bringing a part of the text (a named entity, a phrase) to its
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normal (initial) form. The main part of the task is to correctly normalize the words from the group that
need normalization without changing the other ones (dependent, etc.) while using the given context to
the benefit of this task. The latter is especially important since the initial form for many words can be
determined only in context — for example, the the word “MBanosa®, depending on the surrounding
context, can have either the normal form ‘“VBanosa‘“or “IBanos‘.
The competition offers two tracks:

1. Normalizing Named Entities

2. Normalization of a wider class of text spans, including the normalization of different parts of speech.
The data for the first track were collected from the articles of the « B3I'JI4 J1» newspaper, for the second
one — from the documents of the Ministry of Economic Development. Both samples were labeled
manually.

The quality metric for the task is the percentage of exact matches between the normalization result
and the reference.

3.1 Dataset

Both tasks have the same data format. The text_and_ann folder contains files with texts (.txt)
and files with span markup (.ann). In the file with the markup, the indices of the beginning and end
of the entity in the text are written on each line. If the entity has breaks, then one line is written with
the start and end indices for each chunk (and the chunks may be unordered). For example, if an entity
has two breaking chunks, then the annotations on the corresponding line will contain startl endl
start2 end2 or start2 end2 startl endl. In the folder norm, on each line, there is the
result of normalization of the corresponding span. The match is made by the filename up to a dot. Also,
for best model additional data was used. We add the “lenta news* dataset to the train data. This is a
corpus of Russian News for the year 2019. That corpus was annotated automatically and is a part of
Taiga corpus [14].

4 Approach

4.1 Baseline

The competition presents a baseline obtained using normalization tools from the Natasha library!. This
solution is completely rule-based.

4.2 Neural Language modeling

The idea of finetuning a pretrained Language Model (LM) is at the core of our approach. All the exper-
iments were carried out using RuGPT3XL2. The main difference is connected with data preparation for
the RuGPT3XL LM finetuning procedure and model inference strategy. We do not separate data for two
tasks and train one model at each approach on the whole set of train data.
The main algorithm for making predictions consists of three steps (all of them are described below):

1. Prepare data for LM using one of data preparation approaches;

2. Make predictions with LM using one of the inference strategies;

3. Apply the post-processing pipeline;

Each approach differs from the other one only in a specific template for generation, which is fed to the
input of the LM. We tested the following approaches of data preparation (for the first step):

1. ModelO — only left context LM;

2. Modell — only left context LM with <start> special token;

3. Model2 — left and right contexts LM with <start> and <end> special tokens;

4. Model3 — left and right contexts LM with <start> and <end> special tokens and additional

training data;
For each approach, we apply two inference strategies:

'https://github.com/natasha/natasha
https://huggingface.co/sberbank-ai/rugpt3xl
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* “argmax* inference strategy is the decoding strategy of LM. We select the next token by applying
‘argmax ‘ operation over probability distribution that is produced by LM on each decoding step.

* “beam search* inference strategy is the standard beam search algorithm with the number of beams
equal to 10.

For each approach, we apply the same post-processing pipeline.

4.2.1 Post-processing pipeline

The post-processing pipeline should correct errors that occur while generating with LM (after the second
step). We have categorized the errors as follows:
1. extra special tokens — model generates extra special tokens that should be removed;
2. letters case errors — model generates words in different cases;
3. extra or removed punctuation — model generate additional punctuation marks or remove some
punctuation;
4. different word count in annotation and prediction;

5. symbol intersection error — this error occurs if the following condition is met:
|set(annotation)Nset(generated)| < 0.6
|set(generated)| ’
here, the annotation and generation are strings; the 0.6 parameter is selected with some greed search

on a subsample of the training data.
For steps 4-5 of this pipeline, we get prediction from the baseline model if errors occurred. Other steps
of post-processing are also implemented in our repository.

4.2.2 Model0 — only left context LM

For each line in files with span markup ( . ann ), we find a substring in the text that should be normal-
ized. For example, we have a text in the file of the test set with the name “723362* at Named Entities task:

“IIymkoB Ha3BaJl BBIXOA |penuy n3 eBpPO30HBI «CumibHedmuM yaapoMm mo EC» [Mpenmsa —
kitoa K OymaymeMmy EC, ee BBIXOH U3 €BpO30HBI cTaHeT cujbHeimuM yiaapom 1o EC 3a Bcro
€ro MCTOPUIO, 3asBUJ IVIaBa KOMHUTETa [OCIyMBI TTO MEXKIyHApPOTHBIM JegaM Ajexceit [1ymkos.
«Yro 6n1 Hu roBopwiu B Bepiune, Buixoxd I'peruu m3 eBpO30HBI CTAHET CUJILHEHIIINM yIapOM
o EC 3a Bcio ero ucroputo. Ceromust I'perust — kiiou kK 6yaymemy ECs», — nanucan [Iymikos
B Twitter. Hakanyne mpecc-cekperaps Espokomuccun (EK), orseuast Ha Bompochl o I'perun,
3asBUJI, YTO y4YacTUE CTPAH B €BPO30OHE COIVIACHO 3aKOHOJIATENHCTBY EBpPOCOIO3a HE IMOJJIEKUT
ormene. Panee B m3manum Der Spiegel coobmasocs, uro xanigiep OPI' Anrena Mepkenb u
muHUCTP dunancoB crpannl Bombdranr Illoitbre momyckaior Bbixog ['perun n3 eBpPO30OHBI
npu HeobxomumocTu. [lozxke 3amecturess odunmassaoro npeiacrapuress kadbmuaa OPI Teopr
[MIrpaiirep 3asgBuy, 9To mo3uiiusi [epMaHuy MO BOMPOCY BBIXOJA ['penuu m3 €BPO30HBI HE
M3MEHMJIACh. HE U3MEHUJIACD .

For the 12th line, in the annotation file we extract the subtext that needs to be normalized: “BoJibd-
raur [lo#i6se”. For training LM, we construct a training record with the help of the following template:

<s>{left_context}{to_norm}<answer>{norm}</s>

Here the <s> token denotes beginning of text; left_context denotes all text before subtext
that should be normalized (to_norm); the <answer> token separates input text prefix and answer that
LM should learn; norm is the normalized text; and </ s> token denotes the end of text. For our previous
example, we have the following training record:

<s>IlymkoB HazBaj BbIxon ['peruum m3 €BpO30HBI «cujbHelmuM yraapom mo ECs» ['perus
— kJo4d K Oyaymemy EC, ee BbIxoj m3 €BpO30HBI cTaHeT cuibHeimuMm ymapom mo EC 3a
BCIO €r0 WCTOPHUIO, 3asBUJI IVlaBa KomuTera [OCAyMbl 1O MEXKIYHAPOJHBIM JiejiaM  AJiekceit
[Tymkos. «Hro 661 HE roBopuan B Bepsmae, Boixom ['perun w3 eBpO30HBI CTAHET CHIbLHEUIIIAM
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yrapom 1o EC 3a Bcio ero ucroputo. Ceromus ['peruss — kiou Kk Oymaymemy EC», — manmcas
[Tymkos B Twitter. Hakanyne upecc-cekperapb Espokomuccun (EK), orBeuasi Ha Boupoch
o I'pennu, 3asiBuj, 9TO ydacTue CTPaH B €BPO30HE COIVIACHO 3aKOHONATEIbCTBY EBpocorsa
He mojteXkuT orMene. Panee B m3ganum Der Spiegel coobmmasiocsk, uro kauigyiep OPI' Anrena
Mepkesib u MunucTp punancos crpanbl Bosbdranr [loitbse<answer>Bosbsdranr [loiibie</ s>

For the inference phase, we construct the following template that is passed to LM:
<s>{left_context}{to_norm}<answer>.

After making predictions, we correct the output with the post-processing pipeline that is described later.

4.2.3 Modell — only left context LM with the <start> special token
We use the following template in this data preparation approach:

<s>{left_context}<start>{to_norm}<answer>{norm}</s>

The main difference from the previous template is the token <start> which denotes the begin-
ning of the subtext that should be normalized. For our previous example, we have the following training
record:

<s>IlymkoB nHazBas Bbixos ['peruu m3 eBpo30HBI «cujbHeimuM yrapom o ECs ['perus
— KJ041 K Oyaymemy EC, ee BBIXOJ M3 eBpO30HBI CTaHeT cujbHeimuM yaapom mo EC 3a Bcro
€ro UCTOPHIO, 3asiBUJI IJIaBa KOMHUTETa [ OCIyMBbI TI0 MeXKIyHApOaHbIM jiesiam Astekceit [lymkos.
«Yro 6n1 Hu roBopuwiu B Bepsune, Beixoxd I'peruu m3 eBpO30HBI CTAHET CHJILHEHIINM yIapOM
o EC 3a Bcio ero ucroputo. Ceromust I'perust — kiiou k oynymemy ECs», — nanucan [lymikos
B Twitter. Hakanyne npecc-cekperaps Espokomuccun (EK), orseuasi Ha Bompocst o ['penun,
3asBUJI, YTO y4YacTUE CTPAH B €BPO30HE COIVIACHO 3aKOHOJIATEJHCTBY EBpPOCOIO3a HE IMOJJIEKUT
ormene. Panee B m3manum Der Spiegel coobmasiocs, uro xanigiep OPI' Aurena Mepkens u
MuHACTP dunaHcoB crpanbl<start>Bosbdranr [loitbae<answer>Bosbdranr [loibae</ s>

For inference phase, we construct the following template that is passed to LM:
<s>{left_contextl}l<start>{to_norm}<answer>.

After prediction we correct output with post-processing pipeline that described later.

4.2.4 Model2 — left and right contexts LM with the <start> and <end> special tokens
We use the following template in this data preparation approach:

<s>{left_context}<start>{to_norm}<end>{right_context}<answer>{norm}</s>

Here, the <s> token denotes the beginning of the text; left_context denotes the text before
the subtext that should be normalized (t o_norm); the token <start> denotes the beginning of the
subtext that should be normalized; the <end> token denotes the end of the subtext that should be
normalized; right_context denotes the text after the subtext that should be normalized (t o_norm);
the <answer> token separates the input text prefix and the answer that LM should learn; norm is the
normalized text; and the </ s> token denotes the end of the text. For our previous example, we have the
following training record:

<s>mammcan Ilymko B Twitter. Hakamyme mpecc-cekperaps Espokomuccnn (EK), orse-
4asl Ha BOIPOCHI 0 ['pennn, 3asiBUJI, 9TO y4acTHe CTpaH B €BPO30OHE COIVIACHO 3aKOHOIATE/ILCTBY
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Model name Generic spans | Named entities
ModelO + argmax + not_fixed 0.6953 0.7513
Model0 + argmax 0.7507 0.7891
Baseline 0.7732 0.8881
ModelO + beam search 0.8454 0.8828
Modell + argmax 0.9059 0.9306
Modell + beam search 0.9483 0.9455
Model2 + beam search 0.9592 0.9570
Model3 + beam search + not_fixed 0.9636 0.9522
Model3 + beam search 0.9645 0.9575

Table 1: Evaluation results

Espocoroza me momrexkur ormene. Panee B m3manmm Der Spiegel coobiajioch, 9TO KaHIIED
OPT" Anresra Mepkens u mMunuCcTp duHaHCOB cTpanbl <start> Bosbdranr [loitbme <end>
JIOITYCKAIOT BBIXOJ [ 'perun n3 eBpo3oHb! pu neobxoaumoctu. 1lo3xke 3amecturesnb
ocdunmasroro npejcrasuresiss kabmuaa OPI' T'eopr I rpaiitep 3asiBui, 910 MO3UIUS
lepmanuu mo Bompocy Bbixojga ['perum u3 €BpPO30HBI HE WM3MEHUJIACh.<answer>Boabdranr
[MIoitbae< /s>

left_context and right_context are the texts that are limited to 40 words taken before
to_norm and 40 words after to_norm. The parameter of window 40 is selected with some greed
search on a subsample of training data.

For the inference phase, we construct the following template that is passed to LM:

<s>{left_context}<start>{to_norm}<end>{right_context}<answer>.

After prediction, we correct the output with the post-processing pipeline described below.

4.2.5 Model3 — left and right contexts LM with the <start> and <end> special tokens and
additional training data

The main difference from the previous approach is using additional training data. We add the “lenta
news* corpus with normalization markup and finetune the model on this corpus joint with the training
data. After that, we finetune the model only on the training data. The data for LM finetuning was
prepared as described in the previous section.

4.2.6 Training details

Each model was trained on 16 GPU with distributed training for around 12 hours. We use the Adam
optimizer from [18] with the decoupled weight decay regularization le-2 [19]. We use a constant learning
rate, 0.000015 on 20000 train iterations with fp16 precision and deepspeed code optimizations[20]. The
final perplexity on all models is around 1.0002-1.0005.

5 Error Analysis and Results

5.1 Results

The results of our experiments on test set are presented in Table 1. The best result (Accuracy Generic
spans = 0.9645 and Accuracy Named entities = 0.9575) was obtained for “Model3 — left and right
contexts LM with <start> and <end> special tokens and additional training data* approach with the
beam search inference strategy.



Using RUGPT3-XL Model for RuNormAS competition

The fourth approach “Model3 — left and right contexts LM with <start> and <end> special tokens
and additional training data® with the beam search inference strategy obtains the best accuracy for the
RuGPT3XL model in this competition. Also, we can see the difference provided by the post-processing
pipeline on “Model0* and “Model3*. For the last model, the impact is minor because the LM model has
very strong results and sees more data.

5.2 Error analysis
5.2.1 Evaluation errors

Here, we describe errors that are connected with the incorrect data in the evaluation set and markup. We
have categorized errors into the following classes:

1. word count errors — these errors denote different counts of words in gold prediction and annotation.
For example: “KocTtpomckas obs1acTs‘and “obactsx”, here our best model predicted “obsiacTu’.

2. titled errors — these errors denote difference between word cases in gold prediction and annota-
tion. For example: ‘T'ennpokypartypa Ykpaunsi‘and “renrnpokyparypa YKpaunbl, here our
best model predicted “rernpoxyparypa ¥YKpauHbL.

3. symbol errors — these errors denote the difference between some symbols in gold prediction and
annotation. For example: “ropox Anrparur and “ropox Aurparut”, here our best model pre-
dicted “ropon, AuTpanut®.

4. punctuation errors — these errors denote the difference between the punctuation in gold predic-
tion and annotation. For example: “O0O0O «IlepBas Tomnusnas kommanus»“and “O00 Ilepsas
TOITUBHAsT KOMIaHus», here our best model predicted “O0Q0 Ilepsast TommBHAsS KOMIIAHUST> .

5. word start errors — these errors denote the difference between the starting symbols in gold pre-
diction and annotation. For example: “pactu“and “Oymer pacru, here our best model predicted
“oymer pactu. Also these errors denote encoding mismatch or truncated markup.

If these errors are not taken into account, then the model obtained 0.9767 accuracy on the Generic spans
task and 0.9810 accuracy on the Named entities task.

5.2.2 Model errors

Here we describe model errors. We divide the errors into categories:
1. word count errors. An example of prediction and gold prediction: “mopora ApTeMOBCK-
Jlyraunckoe-ebanbiieBo“and “nopora Apremosck-Jlyranckoe-Jlozosoe-/lebasbieBo”.
2. word position errors. An example of prediction and gold prediction:
“KueBckast ropojickast rocyJlapcrsertas aamuaucTpanus” and “Kuesckast
rOCYJIapPCTBEHHAs FOPOJICKAs aIMUHUCTPAIUS .
3. word ending errors. An example of prediction and gold prediction: “Bepxosnast pasa“and “Bep-
xoBas paja‘.
4. word case errors. An example of prediction and gold prediction:
“«B3pocibiity Apkrudecknit Coper“and “«B3pociiblity ApkTudeckuit coBer'.
5. consistency errors. An example of prediction and gold prediction:
“FOxu0-Pycckuit rasokoneHcarabiii Mectopoxaeaue’ and “FOxuo-Pycckoe
ra30KOHIEHCATHOE MECTOPOXKIEHIE .
6. errors with foreign words. An example of prediction and gold prediction: “Ykpuadra“and “Ykp-
TaHcHadTA".
7. errors with POS tags mismatches. An example of prediction and gold prediction:
“Hosopoccutiicknuit‘and “HoBopoccuiick™.
Some of the described errors can be avoided by finetuning the model with more extra data.

6 Conclusion and Future Work

We present the results of our participation in the DE2021: RuNormAS (Russian Normalization of Annot-
ated Spans) task. The implemented methods in both subtracks are based on RuGPT3XL LM. As future
work, we plan to finetune RuGPT3XL LM on more extra data.
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The best model was presented in the paper is available open-source. We hope that our developments
will be useful to the community since all the presented prototypes are easily portable to new domains
and tasks.
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