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Abstract

Leaderboards like SuperGLUE are seen as important incentives for active development of NLP, since they
provide standard benchmarks for fair comparison of modern language models. They have driven the world’s best
engineering teams as well as their resources to collaborate and solve a set of tasks for general language understand-
ing. Their performance scores are often claimed to be close to or even higher than the human performance. These
results encouraged more thorough analysis of whether the benchmark datasets featured any statistical cues that
machine learning based language models can exploit. For English datasets, it was shown that they often contain
annotation artifacts. This allows solving certain tasks with very simple rules and achieving competitive rankings.

In this paper, a similar analysis was done for the Russian SuperGLUE (RSG), a recently published benchmark
set and leaderboard for Russian natural language understanding. We show that its test datasets are vulnerable to
shallow heuristics. Often approaches based on simple rules outperform or come close to the results of the notorious
pre-trained language models like GPT-3 or BERT. It is likely (as the simplest explanation) that a significant part of
the SOTA models performance in the RSG leaderboard is due to exploiting these shallow heuristics and that has
nothing in common with real language understanding. We provide a set of recommendations on how to improve
these datasets, making the RSG leaderboard even more representative of the real progress in Russian NLU.
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Awnnoranust

SuperGLUE u mojo6uble emy HabOPBI TECTOBBIX 3aJIaHUI JIJIsI OIEHKHW PEIIeHus 3aa4 1o obpa-
OOTKe €CTECTBEHHOTO sI3bIKA CIIOCOOCTBYIOT aKTHBHOMY PA3BUTHIO 9TOM OOJIACTY 3HAHUS, TAK KaK OHU
[pEeJJIAral0T METOOJIONUIO TECTUPOBAHNSI COBPEMEHHBIX MOJIesIeil 1 oaxooB. VIM yriaercs npruBiekaTsb
K pa3paboTKe aBTOMATHYECKUX PEIEHUil 33729 Ha MOHNMAHWE S3bIKA JIydIlre MHPOBbIE WHIKEHEPHO-
TeXHUYECKHEe I'PYIIILI ¢ UX pecypcamu. KosmyuecTBeHHbIE Pe3y/IbTaThl, Oy YeHHbIE Ha HEKOTOPBIX Te-
CTOBBIX CeTax JJisi AHTJIMHCKOTO si3bIKa, CPABHUMBI C YEJIOBEUYECKUMH WJIU IMPEBBIMAT uX. Bcé 310
npuBeJio K 6ojiee IPUCTAIBLHOMY H3YUEHHIO HAOOPOB TECTOBBIX 3aJ[@HUN HA MPEIMET HAJMIUA B HUX
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KaKUX-JIN00 HEYITEHHBIX CTATUCTUIECKUX OCOOEHHOCTEM, HA KOTOPBIE MOTYT OMHUPATHCS SI3BIKOBBIE MO-
nesin. Tak, ncciaenoBanusi, MPOBEJEHHBIE Ha 1TOIOOHBIX HAOOpaX TECTOBLIX 3aJ@HUM JJIsi AHIVIMIICKOIO
SI3BIKA, BBISIBUJIN HAJIMIHE apTEMDAKTOB PA3METKN B IIPEICTABICHHOM SI3LIKOBOM MaTepuaJe. Vcmomb3o-
BaHUE TaKWX apTedaKTOB B MOCTPOEHUH IPOCTHIX MIPABUJI [T03BOJISIET PEIIATh HEKOTOPhIE U3 TECTOBBIX
3aJ]aHWil Ha YPOBHE, CPABHUMOM C COBPEMEHHBIMU SI3BIKOBBIMU MOJIE/ISIMU.

B pmanHoit craTrbe npuBoauTcs noxoxuit anaaus mist Russian SuperGLUE, cucrembl onieHku u peii-
TUHTA MOJEJe i PeIleHns 33/1a9 Ha TOHUMAHNE €CTECTBEHHOT'O S3bIKA JJIsi PYCCKOTO. YSI3BHMOCTD
JIAHHOI'O TeCTOBOro Habopa 3a/ad JJis IIPOCTHIX SBPUCTUK ObLIa TaKXKe IOJATBEPXKJIEHA, a HAIU pe-
ITeHUsT HA OCHOBE IIPABUJI YaCTO MPEBBIIIAIN PE3YIbTATHl TAKIMX HEOE3BI3BECTHBIX SI3BIKOBBIX MOIEJIEH,
kak GPT-3 u BERT. MubI npeanonaraem (Kak HauboJsiee IPOCTOE OOBICHEHHE), UTO sI3BIKOBBIE MOJIE-
JIv, HaXo[Ammecs B BepxHeil wactu peiirwara Russian SuperGLUE, Tak:ke B 3HaYNTE/BHOlN CTEEHU
[10JIArafoTCsl Ha IIPOCThIE S9BPUCTUKY, a 3HAYUT, HE IPEJICTABIISIETCS BO3MOXKHBIM 'OBOPUTH O PEAIbHOM
moHNMaHuU s3biKa. OCHOBBIBASICH Ha PE3Y/IbTATAX HAIIErO WCCIETOBAHUSI, MBI COCTABIIN HAOOP PEKO-
MeHgaruit o yuydmennto Russian SuperGLUE, koropble mo3BosisiT obecriednTsb 60j1ee ClipaBelJInBy IO
OIEHKY PYCCKOSI3BITHBIX CHUCTEM, HAIEJICHHBIX Ha MOJEINPOBAHUE ‘TIOHUMAHUsT €CTECTBEHHOTO SI3BIKA.

KuroueBble ciioBa: peifiTHHT, TECTOBBIE CETHI, 9BPUCTUKU, [IPABUJIA, SI3BIKOBBIE MOJEJIN, [TOHNMAHUE
€CTECTBEHHOTO SI3bIKA

1 Introduction

These days many researchers are coming to a dreadful realisation that we are not that much advanced
in natural language understanding (NLU) as we used to think. Huge Transformer-based models are
crowning the SuperGLUE leaderboard [34], yet one should not trust these shining examples so fast. It
has been shown in [23] that actually these models are exploiting statistical patterns related to the lack of
diversity in data or class imbalances to demonstrate amazing performance without looking deeper and
truly emulating natural language understanding. The danger of having such statistical cues is not in their
mere presence. The core of the problem is that they are inherent to particular datasets only and therefore
are hardly applicable to the language itself. It means that the systems do not really ‘understand’ natural
language: instead, they are utilising statistical cues that are typical to these specific datasets, so the whole
process comes down to simple pattern matching. Modern language models are trained on the amount of
data no native speaker will hardly ever see [20]. But are they really as superior as we believe them to be,
and is it even necessary to do genuine NLU to solve the test sets at this level of performance?

The issue became even more relevant now that the SuperGLUE benchmark, that was initially created
for English, was adopted for Russian in the form of Russian SuperGLUE (RSG) benchmark and the cor-
responding leaderboard [33]. In this paper, we study the possibility to achieve results comparable to ones
in the leaderboard without using any machine learning algorithms. We manually examined the datasets
in order to find statistical regularities. As a result, we came up with a list of simple rule-based heuristics
(for instance, label instances as ‘entailment’ if they contain the word ‘6bu1’ ‘was’). We do not have dir-
ect proofs that machine learning based models also make use of these shallow heuristics in the case of
RSG. But we do know that this was confirmed to be true for the English SuperGLUE [32], and we know
that deep neural nets are extremely efficient in capturing regularities useful for their objective function.
Following the Occam’s Razor, we argue that finding and exploiting shallow statistical cues (not neces-
sarily the ones we found manually) is much more plausible explanation for the observed performance of
pre-trained language models than the assumption that they ‘understand’” Russian discourse.

Moreover, we evaluated a set of trivial baselines, such as random choice, majority class and ran-
dom balanced choice. The goal was to compare state-of-the-art (SOTA) results against those and to see
whether cutting-edge deep learning architectures (GPT-3, BERT, etc) significantly outperform them. As
we found out, this is not always the case.

1.1 Contributions

The contributions of this work can be formulated as follows:
1. We introduced a set of simple rule-based heuristics applicable to various datasets of Russian Super-
GLUE benchmark', and evaluated their performance on the test data.
2. We evaluated the performance of even more trivial baselines (random choice, majority class, etc) on
the Russian SuperGLUE tasks, to establish a lower boundary for language models’ performance.

'nttps://github.com/tatiana-iazykova/2020_HACK_RUSSIANSUPERGLUE
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3. A number of suggestions, spotted annotation errors and generally problematic or controversial cases
are given for the authors of the Russian SuperGIUE benchmark, for further improvement.

2 Previous work

Leaderboards provide the NLP community with tools to evaluate language models. This competition
ensures a fair ground for comparison as the models are required to solve the same tasks on a single
independently curated set of data. For example, the GLUE leaderboard [11] was initially designed for
English and consists of several diverse natural language understanding tasks and a diagnostic dataset
with openly available labels to evaluate models.

By March 2021, the situation with the GLUE dataset is the following: 14 different models hold a
higher ranking than the human performance which is equal to 87.1 [25]). The knowledge about language
is considered as key to solve the GLUE or any NLU tasks, yet when the SOTA approach [7] (as of now)
exceeded human performance by 3.8, the creators of this model hypothesised that it was not necessary
for those specific datasets. With 14 other models outperforming the human level as well, it has soon
become clear that the benchmark itself is no longer able to provide a challenging evaluation system. As a
result, the authors of GLUE designed SuperGLUE [34] for a more representative analysis of the current
progress in NLU. To track this progress for other languages, other researchers created language-specific
benchmarks similar to GLUE and SuperGLUE, e.g. Russian SuperGLUE [33] explored in this paper or
CLUE [4] for the Chinese language.

Although the SuperGLUE benchmark is more recent, its current SOTA score of 90.3 [6] also managed
to surpass the human performance [34] by 0.5. As these competitions attract the world’s best engineering
teams with almost unlimited resources, models like TS5 [9], GPT-3 [17], BERT [3] and its optimized
versions like RoOBERTa [29] usually hold top rankings and yet their performance scores differ by a mere
fraction. These models prove their reputation by achieving scores that are very close to or even higher
than human benchmark, and this is where some room for criticism appears.

Such complex models require considerable resources, raising questions about their general utility [8].
Indeed, for the majority of us the size and efficiency of a model is as important as the performance
scores, and some trade-off has to be allowed. Through such discussions, e. g. [31], the NLP community
attempts to increase the transparency of benchmarks. Fortunately, the leaderboards are open for changes
and new functionality. For example, the MOROCCO project has been recently launched to evaluate
Russian SuperGLUE models in two additional dimensions: inference speed and GPU RAM usage?.

Although these issues are important, another question — probably a deeper one — is raised by how ex-
actly large-scale language models are ‘solving’ certain NLU tasks. For example, BERT has skyrocketed
the performance in many NLP tasks for English, yet if we take a closer look into its ‘language skills’, we
might be disappointed [32]. It appears that BERT never misses an opportunity to use shallow heuristics
while solving tasks on natural language inference [23, 13, 14], reading comprehension [12, 36, 2, 18],
argument reasoning comprehension [26] and text classification [14].

The above-mentioned analysis is mostly English-centred, and we are truly grateful to the creators of
the Russian SuperGLUE [33], since it is now possible to have a fair ground for comparing Russian NLU
models. It is the first standardized set of diverse NLU benchmarks for Russian.

Some of the instances for its datasets were translated from the corresponding tasks in the SuperGLUE,
while the others were collected by the RSG authors from scratch [10].

In this paper, we explore all the datasets thoroughly to test their vulnerability to shallow heuristics.
The results are compared to other approaches represented in the Russian SuperGLUE leaderboard. It
should be noted that the RSG has been created very recently, and the human performance of 0.811 is
still at the top of the leaderboard. As of early May 2021, the highest score of 0.679 was achieved by an
ensemble of Transformer models.

https://russiansuperglue.com/performance/
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3 Methodology

The Russian SuperGLUE benchmark consists of 9 datasets or tasks, that follow the GLUE and Super-
GLUE methodology. Each task is designed to evaluate if a model or an approach can solve problems
with the help of logic, common sense and reasoning. Data is split into training, validation and test
samples. The true labels of the test set are not openly available and to evaluate a system on the test set,
it is necessary to submit the predictions to the leaderboard. Currently there are two versions of Russian
SuperGLUE present, namely 1.0 and 1.1; our research was based on the latest 1.1 version.

Our general approach was to identify shallow heuristics and design rule-based functions that would
surpass the results achieved by the trivial baselines (majority class, random choice and random balanced
choice) and potentially approach SOTA scores. Being native Russian speakers, we invested our efforts
into manual exploration of each dataset. Additionally, ELI5?, a tool to debug machine learning classifiers
and explain their predictions, was applied to some of the tasks. It was used to check if any tokens are
more specific to one of the classes in the dataset. Moreover, whenever the lemmatisation was needed,
pymorphy?2 morphological analyzer [15] was used.

As the datasets differ significantly, there was no intention to identify a single heuristic to solve them
all: we analyzed them separately. Heuristics found in the training sets were applied to the validation
sets to get an idea of their performance. All of the heuristics that were proved to work on training
and validation sets were combined into functions with a set of if-else statements. To determine the
order of these statements, we tested different sequences empirically and chose the ones with the higher
performance scores.

Finally, these rule-based functions were applied to the relevant test sets. To handle examples that did
not trigger any of the heuristics, three aforementioned baseline methods were used to predict the label.
All the predictions were grouped by their baseline function and submitted to the leaderboard to receive
scores for each dataset individually as well as the total score per submission. The results are shown in
the Table 8 in the section 4. Below we first describe task-specific heuristics in more detail.

3.1 Linguistic Diagnostic for Russian (LiDiRus)

Inspired by [35], the authors of the original SuperGLUE benchmark included a small curated test dataset
called AX-b for the analysis of the models’ overall performance. It was ‘provided not as a benchmark,
but as a tool for error analysis, qualitative model comparison, and development of adversarial examples’
[11]. LiDiRus is a Russian version of this dataset, where each sentence was translated from English
into Russian with the help of ‘professional translators and linguists to ensure that the desired linguistic
phenomena remain’ [33].

We identified a set of heuristics for this dataset. They are grouped in Table 1, which also demonstrates
how many samples in the validation set were covered by each heuristic and the percentage of their correct
predictions. Only basic split on white-space is applied for pre-processing sentences for all heuristics but
one. ‘All lemmas in sentences 1 and 2 overlap’ required lemmatisation first.

As the dataset does not assume any training and validation samples, the corresponding parts of the
Textual Entailment Recognition for Russian (TERRa) dataset from the same RSG benchmark were used
to make predictions to calculate the class distribution for the majority class and random weighted baseline
functions if the utterances did not trigger the use of any heuristics. TERRa’s class distribution differs
from LiDiRus* but maintains the same dataset organisation.

The performance of the aforementioned heuristics (as well as heuristics for other RSG tasks) is con-
solidated into Table 8 which can be found in section 4. It provides SOTA scores for each task as of May
2021, performance scores of the baseline functions, as well as the results for heuristics-based approach
supported by one of the three baseline functions. The evaluation metric used for LiDiRus is Matthews
correlation coefficient [22]. The authors of the original benchmark for English suggested this metric, as

‘https://github.com/eli5-org/elis
“The labels are distributed in the following proportions: 58.4% not_entailment, 41.6% entailment for LiDiRus vs. 49.15%
not_entailment, 50.85% entailment for TERRa
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Heuristic Target label | Coverage | Correct
1 | Number of tokens in sentence 1 differs from | not_entailment 24.3% 65.2%
sentence 2 by more than 10
2 | Sentences 1 and 2 differ by two commas not_entailment 27.3% 64.1%
3 | Sentences 1 and 2 differ by two words not_entailment 16% 66.6%
4 | The presence of ‘u’, ‘me’, ‘uro’, ‘Hmkorma’, | not_entailment 29.3% 66.3%

<

‘BoBce’, ‘310’ (‘and’, ‘not’, ‘that’, ‘never’, ‘at
all’, ‘this’) in only one of the two sentences

5 | Vocabularies of two sentences overlap by entailment 4% 64.4%
100% (lemmatised data)
6 | ‘Urobnr’, ‘Oymer’, ‘or’, ‘on’ (‘in order to’, entailment 11.6% 57%

‘will’, ‘from’, ‘he’) occur in both sentences

Table 1: LiDiRus: identified heuristics with their coverage of the validation set and the percentage of
correct predictions

it can be applied to unbalanced binary classification problems and its values range from -1 to 1, with 0
being the performance of uninformed guessing [11].

As it is a diagnostic dataset, the SOTA approach is hardly applicable to it, though the fact that there
is a small performance gap between heuristics and other models deserves to be mentioned. It supports
the hypothesis that shallow heuristics might play a significant part in the results of the approaches which
apply pre-trained language models to solve NLP tasks.

3.2 Russian Commitment Bank (RCB)

Russian Commitment Bank is a Natural Language Inference task dataset that consists of naturally oc-
curring discourses where the task is to predict the relation of one phrase (hypothesis) to the given text
(premise), where the options are entailment, contradiction and neutral.

The training data is distributed unequally in this dataset (46.3% — neutral, 35.4% — entailment,
18.3% — contradiction for train data; 52.7% — neutral, 33.6% — entailment, 13.6% — contradiction
for validation data). This imbalance can potentially lead to a substantial bias towards a certain class for
the large pre-trained language models. The model can simply predict the majority class and still achieve
a rather good result, though it by any means would not be natural language understanding.

The number of instances in the training data is 438, in the validation — 220 and in the test — 438.
Two metrics are used to evaluate the model’s performance on solving this task: Accuracy and F1, as is
the case with the corresponding Commitment Bank task in the original SuperGLUE [11]. According to
the authors of the SuperGLUE, the imbalanced nature of the dataset (relatively fewer neutral examples in
the English version and significantly more neutral instances in the Russian SuperGLUE) was the reason
for them using two metrics, where they used macro-F1 for multi-class problems.

One of the heuristics (you can see its performance in Table 2) used for solving this dataset utilised the
correlation between the label and the number of words in the hypothesis or the premise.

Instances with 5-7 words in the hypothesis would more likely have the ‘neutral’ label (median for it
is 5) and instances with less than 5 words in the hypothesis would more likely have the ‘contradiction’
label (median for it is 4).

Instances with more than 30 words in them would likely belong to the ‘entailment’ category (median
for the ‘entailment’ is 27).

As we can see from the Table 2, the heuristics do not cover all the data, leaving some answers to
be predicted with the help of three baselines (majority class, random choice, random balanced choice).
The results achieved with the help of the heuristics were comparable with results of large pre-trained
language models in the RSG leaderboard, which are given in the section 4 of this paper.
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Heuristic Target label | Coverage | Correct

1 | The hypothesis is a sub-string of the premise entailment 26% 40%

2 | 75% intersection of the hypothesis and | entailment 5% 45%
premise’s vocabularies (lemmatised data)

3 | The presence of ‘mpusnars’ (‘admit’) (lem- | entailment 6% 36%
matised data)

4 | The presence of ‘110/103peBaTh, CYUTATH, T'O- neutral 6% 36%

BOPUTD, JAYyMaTh, HAJIEATHCsI, ITOHITH, yBe-
paTh’ (‘suspect, consider, say, think, hope, as-
sure, realise’) (lemmatised data)

5 | Hypothesis > 5 words contradiction 41% 23%
6 | 4 < hypothesis < 8 words neutral 34% 70%
7 | More than 30 words in the premise entailment 35% 39%

Table 2: RCB: identified heuristics with their coverage of the validation set and the percentage of correct
predictions

3.3 Choice of Plausible Alternatives for Russian language (PARus)

To evaluate progress in open-domain common sense casual reasoning, the authors of Russian Super-
GLUE provided the Choice of Plausible Alternatives for Russian language (PARus) dataset. It is based
on the English COPA [30]. A typical task in PARus consists of a premise and two alternatives, where the
goal is to select the alternative that has a causal or effect relation with the premise.

There are 400 samples in the train dataset and 100 in the validation set. Since there is no semantics
behind the labels, the difference between label distribution in the training and validation data should be
considered irrelevant. Also because of this lack of label meaning, it was challenging to find linguistic
heuristics to solve this task. All textual data was lemmatised to get better results. The heuristics used for
tackling this task are shown in Table 3.

The heuristics check whether one of the choices has more shared lemmas with the premise than the
others, and if so, then this choice should be taken as an answer. If the vocabulary overlap was the same
for all choices, one of the baseline functions was applied. If one of choices had more words than the
other, then this choice was taken as an answer.

Heuristic Coverage | Correct

1 | If one of choices has more shared lemmas with the premise than the 22% 64%
others, it is taken as an answer (lemmatised data)

2 | If one of choices has more words than the others, then this choice 59% 52%
should be taken as an answer (lemmatised data)

3 | The combination of these two heuristics (lemmatised data) 66% 52%

Table 3: PARus: identified heuristics with their coverage of the validation set and the percentage of
correct predictions

As we can see from Table 3, these heuristics cover less than 70% of the data, therefore many answers
still depend on one of three baselines. Overall results are presented in the Table 8 in section 4. The
maximal accuracy score was 0.516. To achieve SOTA performance, we probably need more complex
algorithms. It proves that this task fulfills its goal and we do need to learn some open-domain common
sense casual reasoning to solve such tasks.
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3.4 Russian Multi-Sentence Reading Comprehension (MuSeRC)

The MuSeRC dataset is collected for the reading comprehension task. It contains more than 900 para-
graphs across 5 different domains: elementary school texts, news, fiction stories, fairy tales, and sum-
maries of TV series and books [10]. Samples were collected based on the following criteria:

1. the passage length is less than 1.5K characters;

2. the passage contains named entities;

3. if the passage contains only one named entity, then it must have one or more co-reference relations.

Furthermore, the authors of the dataset ensured correct sentence splitting and used these sentences in
a crowd-sourcing effort at the Yandex.Toloka platform. In it, humans were asked to generate questions,
a set of answers for each of them and to check that answering a question requires consulting with more
than one sentence in the text. The answer can be either True or False, so all the answers are either correct
or incorrect with no in-between. The number of correct answers varies and each question/answer pair is
treated individually”.

A set of heuristics identified for this dataset is grouped in Table 4.

Heuristic Target label | Coverage | Correct
1 | All lemmas from the answer occur in the text True 39.2% 58.8%
(lemmatised data)
2 | The answer is longer than 11 tokens True 10.3% 72.3%
3 | More than 6 overlapping lemmas between the True 18.9% 73.9%
answer and the text (lemmatised data)
4 | No overlapping lemmas between the answer False 9.9% 89.1%
and the text (lemmatised data)
5 | The answer is shorter than 4 tokens False 46.4% 64.9%
6 | One overlapping lemma between the answer False 18.6% 69.3%
and the text (lemmatised data)

Table 4: MuSeRC: identified heuristics with their coverage of the validation set and the percentage of
correct predictions

While predicting, the if-else statements dealt with the “True’ label first, as it is less frequent in the
data. The function yields the intended label as long as at least one of the heuristics gets triggered. After
that, the opposite set of heuristics is applied.

The overall performance is given in Table 8 which can be found in section 4. To provide the evaluation
metrics, the dataset authors roughly followed the evaluation procedure by [28, 21]. Since each answer-
option can be assessed independently, F1-averaged (F1a) is applied to evaluate binary decisions over all
the answer options in the dataset. It is a harmonic mean of precision and recall per question. Exact
Match (EM) is the exact match per each instance, i.e. each set of predictions should be the same as of
the answers [10].

We were not able to reach neither the SOTA score nor the human performance, although the obtained
results are on par with some of those produced by large pre-trained language models. In fact, at the
time of submission, our heuristics-based approach combined with the majority class baseline function
achieved higher performance scores for this task than Multilingual Bert and RuGPT3Small.

3.5 Textual Entailment Recognition for Russian (TERRa)

Textual Entailment Recognition is another dataset dedicated to the Natural Language Inference task.
This task requires to recognise, given two text fragments, whether the meaning of one text is entailed
(can be inferred) from the other text [33]. This task is similar to the RCB, yet in TERRa there are only

5The average number of questions is approximately 20. The labels are distributed in the following proportions: 55% false
and 45% true for the training set vs. 55.6% false and 44.4% true for the validation set.
*https://huggingface.co/sberbank-ai/rugpt3small_based_on_gpt2
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two categories (entailment/not_entailment) instead of three. The number of instances in the training data
is 2 616, in the validation — 307 and in the test — 3 198.

Similar to the RCB, one of the heuristics (Table 5, heuristics 6 and 7) used in solving this dataset
utilised the interplay between the label and the number of words. Unlike with the RCB, in this dataset
it was possible to find such relations only between the label and the number of words in the premise.
Instances with less than 29 words would more likely have the label ‘not_entailment’ (median number
of words for not_entailment is 29) whereas if the number of words was more than 32, then the label is
likely ‘entailment’ (median number of words for entailment is 32).

Another heuristic (8 in Table 5) for TERRa dealt with the presence of specific words, namely ‘Tosibko’
(‘only’) and ‘my»kuuna’ (‘man’) in the hypothesis. It was possible to find a rather noticeable correlation
between their presence and the label.

Heuristic Target label | Coverage | Correct

1 | The hypothesis is a sub-string of the premise entailment 1% 50%

2 | Vocabularies of the hypothesis and the premise | not_entailment 11% 69%
overlap by 33% (lemmatised data)

3 | Vocabularies of the hypothesis and the premise entailment 9% 52%
overlap by 75% (lemmatised data)

4 | Vocabularies of the hypothesis and the premise entailment 9% 56%
overlap by 66% (lemmatised data)

5 | Vocabularies of the hypothesis and the premise entailment 14% 65%
overlap by 100% (lemmatised data)

6 | Less that 29 words in the premise not_entailment 45% 58%

7 | More than 32 words in the premise entailment 45% 60%

8 | The presence of ‘Tonbko’, ‘mMyxkuuna’ (‘only’, | not_entailment 21% 66%
‘man’) (lemmatised data)

Table 5: TERRa: identified heuristics with their coverage of the validation set and the percentage of
correct predictions

As we can see from the Table 5, the heuristics do not cover all the data, leaving some answers to be
predicted with the help of the three trivial baselines. However, the results achieved with the help of the
heuristics were comparable with the results of large pre-trained language models in the RSG leaderboard
and even outperformed the ones by RuGPT3Medium and RuGPT3Small.

3.6 Russian Words in Context (RUSSE)

Depending on its context, a word can have multiple, potentially unrelated, senses. For example, the
Russian word ‘yx’ (Conion’/’bow’) can mean either vegetable or weapon depending on its surrounding
words. The ‘word in context’ task can be described as a binary classification problem, and the goal is to
predict whether a given word has the same meaning in both given sentences. The Russian SuperGLUE
task borrows original data from the Russe Word Sense Induction and Disambiguation shared task [27].

To find out whether the decision can be made based on simple rules, we checked whether the target
word appears in the same form in both sentences. In addition, we calculated the proportion of shared
tokens to all tokens in both sentences and the difference in their lengths.

The heuristics cover about 50% of the data and make correct predictions in about 65% cases. Accord-
ing to Table 8 in Section 4, we managed to achieve 0.595 accuracy score.

3.7 The Winograd Schema Challenge for Russian (RWSD)

The original purpose of the Winograd Schema Challenge (WSC) was to serve as an alternative Turing
test to evaluate an automatic system’s capacity for common sense inference [19]. The challenge evaluates
the models’ ability to identify the antecedent of the pronoun, which might be critical, for example, for
translation purposes [5]. The performance scores on the WSC for English quickly progressed from a
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Heuristic Target label | Coverage | Correct
1 | Target word in the same form True 14% 58%
2 | Tokens overlap by more than 10% True 4% 50%
3 | Number of tokens in sentence 1 differs from False 49 % 65 %
sentence 2 by more than 6

Table 6: RUSSE: identified heuristics with their coverage of the validation set and the percentage of
correct predictions

simple guess to near-human level [1] after neural language models trained on massive corpora were
applied to solve this challenge.

The RWSD dataset is a Russian translation of the pronoun disambiguation task used in the SuperGLUE
benchmark [24]. RWSD maintains the same structure providing a pair or a batch of sentences that differ
by one or two words:

Example 1: ‘Ky0ok He momeraercsi B KOPUIHEBBIH 9eMOIaH, IIOTOMY YTO OH CJIUIIKOM
6osbinoit.” (‘The trophy doesn’t fit into the brown suitcase because it is too large.”)

Example 2: ‘Ky0ok He momeraercss B KOPUIHEBBIH YeMOJIaH, TOTOMY YTO OH CJIUIIKOM
masenbkuii.’ (‘The trophy doesn’t fit into the brown suitcase because it is too small.”)

There is an ambiguity in these sentences, namely ‘on’ (‘it”) might refer to either ‘ky6ok’ (‘the trophy”)
or ‘wemoman’ (‘suitcase’). Each sentence is followed by an antecedent and a pronoun for disambiguation,
which can be successfully resolved if a model assigns a ‘false’ label to the first example for the pair of
‘“gyemosan’(‘suitcase’) and ‘on’ (‘it’), and if ‘true’ is assigned to the second example for the same pair.

The model cannot rely on the word order or the structure of a sentence, as the task is organised so that
they cannot be used for the disambiguation process [24]. Each sentence might be either ‘true’ or ‘false’
depending on a suggested pair of antecedents and pronouns. For example, one has to pay attention to a
special word, i.e. ‘6osibmmioit’ (‘large’) or ‘mastennkuit’ (‘small’) in the aforementioned sentences.

There is a clearly unequal distribution of classes in the RWSD dataset. The labels for the training and
validation sets are distributed as follows: 51% ‘false’ and 49% ‘true’ labels for the former and 55.4%
‘false’ and 44.6% ‘true’ labels for the latter. However, the ‘false’ values appear 67% of the times in the
test set, which is very different from the datasets provided for training and validation.

We were not able to identify any heuristic that would surpass the performance score of predictions
made by the majority class baseline (see Table 8 for reference), but this misfortune carries one of our
most important findings.

Apparently, the very same approach to choose the most common value was used by many sophisticated
models listed in the Russian SuperGLUE leaderboard by the time of our submission. The SOTA score,
which is the score achieved by Multilingual TS5, several BERT variations (trained on multilingual data
and on Russian corpora only), RuGPT3Medium and RuGPT3Small, is 0.669: the same as achieved by
our majority class baseline function. While solving the task, these models allegedly opted to predict
using the majority class rather than try to actually solve the Winograd Schema Challenge. Such models
as Golden Transformer, RuGPT3XL few-shot and RuGPT3Large apparently made an attempt to really
predict something, but their results are sub-optimal:0.545, 0.649 and 0.636 respectively, which is in
fact below the 0.662 tf-idf baseline provided by the RSG creators. The problem is similar to that with
Winograd Schema Challenge (WSC) in the original SuperGLUE [11].

3.8 Yes/no Question Answering Dataset for Russian (DaNetQA)

DaNetQA is a question answering dataset for yes/no questions. Each example is a triplet of (passage,
question, answer), with the title of the page as optional context [33]. The answers are encoded in a
True/False formal similar to the corresponding SuperGLUE ‘BoolQ’ dataset. As with the Russian Com-
mitment Bank task, here we can also notice the unequal distribution of labels (Train: True — 60.7%,
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Heuristic Target label | Coverage | Correct
1 | The question starts with ‘Obr1’ (‘was/were’) True 45% 58%
2 | The question starts with ‘ectn’ (‘is/are’) True 13% 81%
3 | The question starts with ‘Bxonut su’ (‘does it False 37% 100%
belong to’)
4 | The question starts with ‘emar sin’ (‘do they False 2% 53%
eat’)
5 | The question starts with ‘mpaBmga au’ (‘is it False 18% 89%
true’)
6 | More than 5 words in the question False 46% 71%
7 | More than 90 words in the passage False 48% 53%

Table 7: DaNetQA: identified heuristics with their coverage of the validation set and the percentage of
correct predictions

False — 39.3%) and the mismatch of this relation among training and validation data (Vaidation: True
— 50.2%, False — 49.8%). The number of instances in the training data is 1 749, in the validation —
821 and 805 in the test set.

Like with the RCB and TERRa, one of the heuristics used in solving this dataset utilised the relations
between the label and the number of words in questions (Table 7, heuristic 6) or passage (heuristic 7).

Instances with more than 5 words would more likely have the label ‘False’ (median number of words
for False is 6 in the training data).

Heuristic 3 exploits correlation between the beginning of the question and the label: if the question
starts with ‘Bxomut jsin’ (‘does it belong to’), the label in the validation dataset is False 100% of the time.

As we can see from the Table 7, the heuristics do not cover all the data, leaving some answers to be
predicted with the help of the three trivial baselines. However, the results achieved with the help of the
heuristics were comparable with the results of large pre-trained language models in the RSG leaderboard.

3.9 Russian Reading Comprehension with Commonsense Reasoning (RuCOS)

Russian reading comprehension with Commonsense reasoning (RuCoS) is a large-scale reading com-
prehension dataset which requires common sense reasoning. Unlike MuSeRC, the main data domain for
RuCoS is news articles and there is more data for this task. Also in this task, a system is given a list of
named entities from which it should choose the right answer (while in the MuSeRC, the answers do not
have to be named entities at all). RuCoS consists of queries automatically generated from news articles;
the answer to each query is a text span from a summarizing passage of the corresponding article.

This task is based on the English ReCoRD benchmark [28]. All text examples were collected from
Russian media. The texts were then filtered by the IPM frequencies of the contained words and, finally,
manually reviewed.

The heuristics applied to this task dealt with the presence of name entities in the question. The al-
gorithm simply predicted all the entities present in the question. A modification of this approach was
to sort the remaining entities based on the frequency of their appearance in the text. We tried several
threshold values for this rule and finalized our choice on the following rule: all entities whose stems
appeared less than three times were removed from our predictions.

Both heuristics were applied every time we made predictions. Thus, their coverage is 100%. We
managed to outperform the tf-idf baseline with both F1 score end EM metric around 0.26, but the SOTA
results are on par with human performance score, which is 0.93/ for F1 and 0.89 for EM.
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Metrics \ Hum. \ SOTA \ maj. \ rand. \ r.(b) \ H maj. | H rand. \ H r.(b) ‘

LiDiRus | M. Corr | 0.626 | 0.231 | 0.000 | 0.024 | 0.000 | 0.147 0.149 | 0.182
RCB Avg. F1 | 0.680 | 0.452 | 0.217 | 0.332 | 0.319 | 0.400 0.401 | 0.401

Acc. 0.702 | 0.546 | 0.484 | 0.347 | 0.374 | 0.438 0.436 | 0.438
PARus Acc. 0982 | 0.908 | 0.498 | 0.474 | 0.480 | 0.478 0.508 | 0.470
MuSeRC | Fla 0.806 | 0.941 | 0.000 | 0.477 | 0.450 | 0.671 0.669 | 0.669

EM 0.420 | 0.819 | 0.000 | 0.078 | 0.071 0.237 0.195 | 0.202
TERRa Acc. 0.920 | 0.871 | 0.513 | 0.503 | 0.483 0.549 0.547 | 0.548
RUSSE Acc. 0.805 | 0.729 | 0.587 | 0.501 | 0.528 0.595 0.497 | 0.543
RWSD Acc. 0.840 | 0.669 | 0.669 | 0.487 | 0.597 0.669 0.565 | 0.604
DaNetQA | Acc. 0915 | 0.917 | 0.503 | 0.494 | 0.520 | 0.642 0.629 | 0.629
RuCoS F1 0.930 | 0.920 | 0.250 | 0.250 | 0.250 | 0.260 0.260 | 0.260

EM 0.890 | 0.924 | 0.247 | 0.247 | 0.247 0.257 0.257 | 0.257
Total 0.811 | 0.679 | 0.374 | 0.372 | 0.385 0.468 0.445 | 0.454

Table 8: Performance scores at the time of submission. ‘Maj.” is the majority class baseline function,
‘rand.” — random choice, ‘r.(b)’ — random balanced choice, H — the heuristics-based approach.

4 Discussion

Table 8 shows the best results after applying the heuristics described above to the Russian SuperGLUE
test sets. The heuristic based approach (H) was combined with one of the trivial baseline functions. The
majority value and weights for baseline functions were obtained from combined training and validation
sets. For every task, we chose heuristic (or combination of several heuristics) that led towards the best
score. Even if for some tasks we are still far away from beating SOTA performance, simple baselines
and heuristics can achieve relatively good results. For RWSD task one can achieve SOTA performance
just by using the majority class baseline.

Our heuristics approach works well for the RCB task with the difference between H maj. model and
SOTA being about 5%. For TERRa, RUSSE and DaNetQA we are far from SOTA results but, still, our
results are on the same level with RuBERT [16] and GPT models from the leaderboard.

Yet for several tasks, the heuristics approach did not work as well. RuCoS, MuSeRC and PARus
proved that it is not enough to use dataset-specific statistical cues to solve them, so for these three tasks it
seems that the large pre-trained language models really pick up some peculiarities of Russian language.

Since our approaches can be divided into two groups (trivial baselines and rule-based heuristics), we
will look closer at them separately.

4.1 Trivial baselines

As it was mentioned before, first we chose three baseline methods to solve all tasks in Russian Super-
GLUE: majority class, random choice and random weighted choice. When comparing these baselines to
the other methods, we should keep in mind that they do not rely on any linguistic knowledge at all.

All three baselines show very interesting results. For the majority class baseline, the best result is
the one for the RWSD task. It should be emphasized again that not only one can achieve the SOTA
performance with the majority baseline here, but, at the moment of submission, half of the leaderboard
models probably use this approach as their solver method, since they all have the same performance
score. Simple random choice worked good on the RCB and RWSD as well. Random balanced choice
outperforms the majority class approach on the DaNetQA, RWSD, TERRa, PARus, and RUSSE.

Across all RSG tasks, the balanced random choice baseline achieves the average score of 0.385. Lan-
guage models obviously outperform this score, but the difference is marginal: only half of the systems
in the leaderboard achieve a score higher than 0.5, and the best ensemble of transformers reaches 0.679

11
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(the human performance is 0.811). For some benchmarks (for example, RuCOS), the random balanced
baseline outperforms BERT and GPT-3 models. In one specific case of the RWSD benchmark, no model
managed to outperform the simple majority class baseline.

From this, we conclude that the RSG leaderboard scores should be taken with a grain of salt and
compared to the trivial baselines. For example, the 0.669 accuracy of the SOTA models on the RWSD
dataset is not a sign of their ‘human-like comprehension abilities’: it is just that these models (or their
authors) could not do any better than simply predict the same label for all the instances in the test set.
For other tasks, the picture is only slightly better: in most cases, the leaderboard participants managed
to improve the random balanced baseline only by a small margin. Another important finding is that the
class balances in the RSG test sets are similar to those in the validation and training sets: this allows one
to achieve boosted accuracies by simply replicating these distributions in the test answers. This is true
for all the tasks evaluated by accuracy (six of the RSG tasks). If the class labels in these six datasets
were perfectly balanced, the expected average accuracy of the random baseline would be 0.472. In the
real RSG, this value is 0.538. This is certainly an undesired property for a test set in general; in this
case it additionally makes it difficult to assess to what extent the large-scale language models’ NLU
performance for Russian is actually an artifact of this data leakage.

4.2 Rule-based heuristics

Rule-based heuristics tend to improve trivial baselines in cases of TERRa, RUSSE, RCB (considering
Avg. F1 score). Here we categorize the described rules. Note that most of them are language-agnostic
and can be tested on benchmarks for other languages as well.

1. Using text length (e. g. ‘More than 30 words in the premise’): these rules are useful for RCB,

PARus, MuSeRC, TERRa, RUSSE, DaNetQA.

2. Using binary lexical features (e. g. ‘Presence of ‘urobsr’, ‘Gyer’, ‘or’, ‘on’): these rules are useful

for LiDiRus, RCB, TERRa, DaNetQA.

3. Using word forms or lemmas overlap (e. g. *Sentences 1 and 2 use the same set of lemmas’): these

rules are useful for LiDiRus, RCB, PARus, MuSeRC, TERRa, RUSSE.

4. Other task-specific heuristics.

The existence of such statistical cues is not a problem in itself: after all, this is what machine learning is
after. What we see as problematic is the fact that the large over-parameterized models seem to mostly rely
on them (judging by their performance scores which are not radically higher, and sometimes even lower
than the scores of our rule-based approach). This means they do not employ valid inference strategies,
and do not demonstrate anything close to much-praised ‘natural language comprehension’. We again
emphasize that our heuristics are extremely simplistic and often boil down to counting the number of
words in the sentence or to finding the lexical overlap between the question and the answer (sometimes
after lemmatisation). There is no doubt that billion-parameter language models can find much more
statistical cues in the training data than the authors of this paper were able to come up with. But these
regularities will only work on the test instances drawn from the same general population (annotated or
generated according to the same guidelines). This is pattern matching, not language understanding.

5 Conclusion

The recently introduced Russian SuperGLUE (RSG) set of natural language understanding benchmarks
[33] has already attracted well-deserved attention from the Russian NLP practitioners. The RSG lead-
erboard is filled with the impressive performance scores produced by sophisticated language models
trained with bleeding-edge deep learning architectures (BERT, GPT-3, etc) on titanic corpora of Russian.
But are these scores really so impressive? In this paper, we studied what performance can be achieved
for the RSG benchmarks without training any language models.

First, we established the performance boundaries of the trivial baselines: random choice, majority
class choice and balanced random class choice (probabilities weighted by the distribution of class labels
in the training data). We found that in some cases, these baselines outperform large-scale language
models. Second, we moved on to find out whether the RSG datasets contain other statistical regularities.
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In has been shown in prior work for English and other languages that deep learning models are very
prone to collecting low-hanging fruits and tracing shallow semantic and structural phenomena which help
minimizing the loss on a particular dataset, instead of actually learning real linguistic generalizations.

To this end, we manually compiled a set of very simple custom rule-based heuristics for each RSG
dataset (for example, ‘set the label ‘contradiction’ if the word ue ‘not’ is present in the hypothesis’,
etc).

It turned out that up to 50% and more of instances (depending on a particular dataset) might be covered
by this or that heuristic. Moreover, applying these rules to actually solve the RSG (with fallback to the
majority class baseline if no rule is applicable) constitutes a system which achieves a very competitive
RSG average score of 0.468. This outperforms RuGPT3-Small, on par with RuGPT3-Medium, and is
very close to the BERT performance.

We conclude that most RSG datasets abound in statistical regularities which can easily be found at
training time and employed at test time, without expensive and complicated language model pre-training.
The reasons are arguably the same as with the English test sets’: compilation of benchmarks by crowd-
sourcing and the natural desire of crowd-workers to fulfill the job in the easiest way possible.

To sum up, we recommend the RSG maintainers to 1) modify the test sets to minimize the data leakage
from label distributions; 2) diversify the datasets so as to eliminate at least the most striking statistical
cues (it shouldn’t be possible to find the correct answer by simply counting words); 3) provide official
majority class and random weighted baselines. We believe this will make the Russian SuperGLUE
leaderboard even more informative of the real state of the art in Russian natural language processing.

In the future, it will be useful to develop a Russian equivalent of the HANS benchmark [23]: a test
set containing adversarial examples, or even simply examples drawn from sources substantially different
from those in the RSG. It will allow to evaluate the generalization abilities of large pre-trained language
models for Russian. It would also be interesting to study the correlations between the predictions of
our heuristics and the predictions of the language models in the RSG leader-board, in order to find out
whether they actually exploit similar rules.

Finally, in the course of working on this paper, we collected a large trove of annotation errors and
generally problematic or controversial cases in the RSG datasets. We have shared these findings with the
RSG maintainers, in the hope of its future improvement.
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