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Abstract

This paper provides results of participation in the Russian News Clustering task within Dialogue Evaluation
2021. News clustering is a common task in the industry, and its purpose is to group news by events. We propose
two methods based on BERT for news clustering, one of them shows competitive results in Dialogue 2021 eval-
uation. The first method uses supervised representation learning. The second one reduces the problem to binary
classification.
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Annorarus

Crarbsl OIUCBHIBAET PE3YJIbTATHI YIACTHSI B COPEBHOBAHUU IO KJIACTEPU3AIMK PYCCKOSI3BITHBIX HO-
Bocreit Dialogue Evaluation 2021. Knacrepusarust HOBOCTEl 9aCTO BCTPEYIAETCS B WHIIYCTPUHM U OCHOB-
HOI IIeJIBIO SIBJISIETCsI IPYIIIMPOBKA HOBOCTEM 110 COOBITUSIM. MBI IIPEIIIOXKMIIN JIBa METO/Ia OCHOBAHHBIX
wa mozeun BERT, ogun n3 HuX moka3as KOHKYPEHTHBIH Pe3yabTaT B copeBHOBaHWH. llepBbIit MeTos
HCIIOJIb3YeT 00y4YeHne C yIuTeseM JJIs IOy YeHNs ONTUMAJIbHBIX BEKTOPHBIX ITPEJICTABJIEHUN JIJIsl KJla-
crepusarnuu. BTopoit MeTo1 CBOAMT 3a/1ady K OMHAPHOM KJTACCU(DUKAIIIH.

Komrouesere ciioa: BERT, kiactepusanus TEKCTOB, KJIACTEPU3AINS HOBOCTEN, KJIACCUPUKAIIS TEK-
CTOB, KJj1acTepu3arusi pycckux tekctoB, RuBERT

1 Introduction

This paper describes models used in Dialogue Evaluation 2021 competition in Russian news clustering
[7]. Our team was called naergvae and took second place among thirteen participants. The competition
aims to collect and compare approaches in news clustering task and the task of selecting the best headline
for the resulting clusters. This paper focuses only on the first part of the competition - clustering. News
clustering often occurs as a practical problem in news aggregators. The current problem aims to group
news by one event into one cluster. These groups can be used for event importance estimation, news
picture of the day visualization, and other tasks. The other important task is to filter similar content. In
MTS AI we use this approach when developing a news service which is then used by a smart assistant.
The smart assistant can read news from several sources, and it is better if the assistant does not deliver
similar consecutive news about one event.
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2 Related work

A natural approach to the competition task leads to review related work from the two following perspect-
ives: choosing good news document representation(text embeddings) and choosing a good clusteriza-
tion/classification scheme.

Some of the algorithms were based on unsupervised learning algorithms to cluster news articles, fol-
lowed by supervised learning algorithms to classify recent articles, such as the K-Means Clustering
algorithm. In [3] it is described several algorithms for news clustering, such as similarity measures. It
was also found that k-means with knowledge from WordNet give better aggregate results when it comes
to efficiency and the WordNet-enabled W-k means clustering algorithm significantly improves standard
k-means generating. In [11] a novel clustering method was announced for an incoming stream of multi-
lingual documents into monolingual and cross-lingual story clusters which consider a small and known
number of labels.

Recent EMNLP work [14] evaluates the quality of news document embeddings and reports BERT
outperforms Word2vec, GloVe, fastText, ELMo on Reuters and 20 Newsgroups datasets.

Using monolingual Russian pre-trained model RuBERT [9] is better than multilingual BERT for Rus-
sian language tasks. BERT [2] has set a new state-of-the-art performance on sentence-pair regression
tasks like semantic textual similarity, which is very similar to the clustering task. However, this is
computationally inefficient, and this problem is solved in Sentence-BERT [13] by deriving semantically
meaningful sentence embeddings that can be compared using cosine-similarity.

Other papers using Sentence-BERT on news clustering: [6], [10]. Recently in the text clustering prob-
lem [15], Supporting Clustering with Contrastive Learning (SCCL) was proposed - a novel framework
to leverage contrastive learning. Considering the landscape of the embedding clustering methods, there
are no recent game-changers to our knowledge. Algorithms from a decade ago [1], [5] are still at the
forefront of many near state-of-the-art results [12].

3 Method description

As for embeddings, we focus on the power of pre-trained Transformers encoders, specifically BERT,
since it has been dominated on a wide range of NLP tasks.

In recent years, models based on transformers have become very popular in different NLP tasks. Our
approach follows this trend. We introduce two models based on Bidirectional Encoder Representations
from Transformer BERT. The first model is trying to learn good news text representation embeddings for
subsequent clustering. The second one uses binary classification to classify if two news texts are from
the same group or not. For both of these models, input is tokenized concatenation of headline and news
text.

3.1 Embeddings using BERT triplet networks

The first approach was inspired by [13]. The idea is to train a model which will produce a fixed-size em-
bedding representation vector for news text. These vector representations are then used for unsupervised
clustering with cosine distance metric. The scheme of model inference is shown in Fig.1.

First, tokenized news text goes to the pre-trained BERT layers. Then, BERT output embeddings for
each token are averaged by the pooling layer. These averaged vectors then proceed to the fully connected
layer size of 768, followed by L2 normalization layer. For model training, hard triplet loss is used
[8]. BERT weights do not freeze while training and initialized from pre-trained model RuBERT [9].
We trained the model on GPU Tesla V100 for ten epochs with a learning rate of le-6 and a batch size
of 16. For the final result, the model is used to make representation embeddings for each news text,
which is then used for agglomerative clustering with average linkage and cosine distance. Our model
was compared on the public leaderboard with two models without fine-tuning and our model was better.
To obtain vector representations of texts, the Universal Sentence Encoder (USE [4]) model and SBERT
distilbert-multilingual-nli-stsb-quora-ranking model were applied, the comparison is shown in Table 1.



BERT for Russian news clustering

i
‘ cosine-sim(u, v) ‘
—

FC + L2-Norm

¥ ¥
News 1 News 2

Figure 1: Model inference

Model | Fl1-score public LB
USE 89.4%
SBERT 88.1%
Our 91.7%

Table 1: Embeddings comparison on public leaderboard.

3.2 BERT classifier

The second approach is based on the transfer from clustering problem to news pair binary classification
problem. We train a model which can classify whether the news texts pair is from the same cluster or not.
To solve this problem, we used an approach similar to BERT Next Sentence Prediction problem in [2].
The general scheme of the approach is shown in Fig.2. The BERT inputs are a tokenized sequence of
both news texts separated by a special token [SEP] preceded by a special token [CLS]. A token segments
vector is needed for the model to understand which token belongs to which news text. The input passes
through the BERT layers, which make the vector representations of each token. We use BERT pooled
output which corresponds to [CLS] special token and follows this output with a softmax classification
layer. The model is trained with cross-entropy loss. BERT weights do not freeze while training and are
initialized from the pre-trained model RuBERT. Google bert-base-multilingual model and Sberbank Al
sbert-large-nlu-ru model were also tried for weights initialization, but RuBERT performed better on the
public leaderboard, the comparison is shown in Table 2. We trained a model on GPU Tesla V100 with
the batch size of 8 for 6 epochs with a learning rate of le-5.

Model F1-score public LB
RuBERT 96.7%
bert-base-multilingual 96.1%
sbert-large-nlu-ru 96.2%

Table 2: Initial weights comparison on the public leaderboard.

4 Results

We use the dataset with 15K training news document pairs provided by the competition organizers. This
dataset is collected from the same data sources as Telegram Data Clustering Contest (2021) but specified
with additional human annotations crowdsourced via Yandex.Toloka. Annotators were asked to conduct
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Figure 2: BERT NSP task architecture, depicted from the original paper.

a pairing task, judging pairwise news clustering relatedness. Competition leaderboard (8.5K public, 8.5K
private) evaluates in terms of F1-score for positive examples (calculated only on truly positive sentence
pairs, i.e., representing the same news documents).

We considered two models: BERT embeddings with agglomerative clustering and BERT classifier in
Next Sentence Prediction setting. The results are reported in Table 3. As the table shows, our second
approach clearly outperforms the first one. At the end of the competition, this approach took the second
place. However, the advantage of our first approach is comparative computational efficiency. It represents
a better practical suite for the production inference. While NSP-like Bert classifier requires at inference
pairwise news documents comparison (quadratic from the expectedly huge number of news documents),
BERT embeddings with clustering require only a single inference and a single neighbor search (allows
efficient approximate nearest neighbor search with such tools as Facebook’s Faiss, Spotify’s Annoy).

We conclude that using a common trick from recommender systems practice, such as generating can-
didates shortlist with a less complicated model and later reranking with a more advanced one, may yield
the solution that will perform well enough in general.

Model F1-score public LB | Fl-score private LB
BERT Embeddings + clusterization 91.7% 91.27%
BERT Classifier 96.7% 95.98%
Competition winner 96.9% 96.04%

Table 3: F1 score on public/private leaderboards and comparison with the competition leader.

5 Error analysis

We analyzed the results of our best-performing model (BERT classifier) on the public test data of 8.5K
samples to identify the potential common causes of errors. The confusion matrix shows there were
263 misclassifications: 148 false positive and 115 false negative. Detailed investigation of a random
subsample of the errors can be summarized as follows. Table 4 provides some examples.
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error type

first news fragment

second news fragment

false positive,
doubtful labels

Crosmdnble OTIEIEHUS 3arc 3aperu-
CTPUPOBAJIA 3a alpeib OKOJIO 4 ThIC.
6pakoB, uTo Ha 24 % MeHbIe, UeM 3a
AHAJIOTUYHBI IIEePHOJ, IPOIIJIOro ToJa.
KonmgecTBo pasBomoB B arpesie 3Toro
rojia COKpaTHJIoch Ha 65 % mno cpapHe-
auto ¢ amnpeiiem 2019 roga - roBoputcs
B COOOIICHUN.

B ampesie HbIHENTHErO Toja KOJHYE-
CTBO DPa3BOJOB B POCCHIICKON CTOJIHUIIE
yMeHbImI0ch Ha 65 % mo cpasmenuio
¢ ampeJsieM IpoIIIoro roja ... B ampe-
Jle B OTj/ieJIax 3arc W JIBopIax Opako-
COYETAHUST MOCKBBI [TOYKEHUJIUCH OKOJIO
Yerbipex Thicsd nap, Ha 24 % menbiie,
YeM B arrpejie IpOoIILIoro rojia - CoodIu-
JII areHTCTBY B IIPECC-CIIyzKOe.

false positive, | 2Kurenp Bonorger amurpuii rybun mo- | BepxoBHBIN cyn 4YeyHH He CTajl pac-
addition of | maysr B cyx Ha KaJplpoBa M3-3a KOMEH- | CMATPUBATh HCK BOJIOI’KAHUHA JIMUT-
continuation JIAHTCKOI'O Yaca B UeYHE. pust ryOMHa, B KOTOPOM OH IIbITaJ-

Csl OCIIOPUTBH CIIeI]Mephbl U3-3a IaHJe-
MHUHU KODOHaBHPYycCa, BBEJICHHbIE paM3a-
HOM Ka/IbIPOBBIM.

false positive, same
topic but different

B Tyne nmokymnarenn ycTpOWIH IaBKY B
odyepelu 3a JEIIeBBIMU KaCTPIOJIAMEI

B 6amkupun ycTpounsin 1aBKy n3-3a Ka-
crproib 3a 99 pybiiei

place/time

false negative, | CylmecTByeT HECKOJIBKO CIIOCOOOB OOpb- | YueHble u3 J1abopaTopuu yHUBEPCUTE-
usage of | GBI C COHIMBOCTBIO , HO CaMble YacThle | Ta 3aMaJHOT0 OHTAPUO H3YYaloT, KaK
hypernym /hyponym| merozsl B360apuTbest — 310 Kode u dbu- | dbusndeckue yupaskKHEeHUsI MOTYT YIIyd-
relations 3UtecKasl HArpy3Ka . KOMaH/a yUYEeHbIX | HMIUTh Pa3INIHbIC IIOKA3aTEeIN 3/[0PO-

U3 KaHAJbl PEIInja IIPOBEPUTDH , KAKON
13 CIIOCODOB CAMBII JIeHCTBEHHBIH.

Bbsl, OJIUH U3 KOTOPHIX — KOIHUTUBHbBIE
CIIOCOOHOCTH.

Tabmuna 4: Error analysis.

We identify 45% of false positive samples to have questionable labels: even though they are labeled as
a different news stories, they are strongly the same in our view. We observe another 15% of false positive
also relates to the same news main event, but with the addition of continuation or person’s comments;
such cases are indeed errors due to the competition terms. The rest 40% of false positive samples defin-
itely belong to different news stories but shares similar topics or context, often with different locations
and dates: weather forecasts, news about financial exchange rates, announcements of football matches
or their results, etc.

Using the previous errors classification terms, we find that false negative samples follow the next dis-
tribution: 33% have questionable labels, 48% are supported with additional recap/continuation/person’s
comment, and 19% are surely the model’s errors. Interestingly we noticed several cases of the same news
that classifier confused due to the usage of different hypernym/hyponym relations, specifically geograph-
ical toponyms. Another pattern that leads to errors is probably the abundance of quoted speech in the
texts.

6 Conclusion

In this paper, we presented and compared two approaches for news clustering based on BERT, one
of them showing competitive results in Dialogue 2021 evaluation. The first approach is supervised
representation learning followed by clustering. This approach is computationally efficient and can
be easily applied in real life to a large set of documents. We showed that representation learning
was able to outperform unsupervised approaches from baselines. The second method with a
binary classifier shows the superiority of supervised learning over unsupervised methods. This
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method has shown promising results, but it can hardly be applied without modifications in real
life due to performance.
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