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Abstract

Consulting word definitions from a dictionary is a familiar way for a human to find out which senses a particular
word has. We hypothesize that a system that can select a proper definition for a particular word occurrence can
also naturally solve Semantic Change Detection (SCD) task. To verify our hypothesis, we followed an approach
previously proposed for Word Sense Disambiguation (WSD) and trained a system that embeds word definitions and
word occurrences into the same vector space. In this space, the embedding of the most appropriate definition has
the largest dot product with a contextualized word embedding.

The system is trained on an English WSD corpus. To make it work for the Russian language, we replaced BERT
with the multilingual XLM-R language model and exploited its zero-shot cross-lingual transferability. Despite not
finetuning the encoder model on any Russian data, this system achieves the second place in the competition, and
likely works for any of one hundred other languages XLM-R was pre-trained on, though the performance may vary.
We then measure the impact of such WSD pre-training and show that this procedure is crucial for our results. Since
our model was trained to choose a proper definition for a word, we propose an algorithm for the interpretation and
visualization of the semantic changes through time.

By employing additional labeled data in Russian and training a simple regression model, that converts the
distances between output contextualized embeddings into more human-like scores of sense similarity between word
occurrences, we further improve our results and achieve the first place in the competition.
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AHHOTaAN A

ObpaleHue K OIpeaeneHusIM U3 CII0BAps — ITO MPUBBIYHBIH JJIS 4EIOBEKA CIIOCO0 BBISICHUTH, KAKNE 3HAUCHHS
HMeeT TO WJIM HHOE CJIOBO. MBI MpeAronaraeM, 4To CUCTeMa, KOTopast MOXKET BBIOpaTh U3 TOJIKOBOTO CIIOBAps WIN
mIoccapys IPaBUIIbHOE ONIPEeeNICHNe AJIsI KOHKPETHOTO BXOXKICHUS CII0BA, TAKXKE MOJKET €CTECTBEHHBIM 00pa3oM
peluTh 3anady oOHapyKeHHs] U3MEHEHHH 3HAUSHUH CIIOB ¢ TeYEHHEM BPEMEHHU (CeMaHTHUeCKHX CABUTOB). YTo-
OBl IPOBEPUTH HAITY THUIIOTE3Y, MBI HCIIOIB30BAIH ITOAXOM, PaHee MPETIOKEHHbBIH IS pa3peIeHns JIeKCHIeCKon
MHoro3HauHocTH (WSD), u 00yunnu cucteMy, KOTOpas IpoeLUpyeT ONpeIe/ICHUs CJIOB U UX BXOXIEHHS B TEKCThI
B OJTHO U TO XX€ BEKTOPHOE TMPOCTPAHCTBO. B 3TOM mpocTpaHCTBEe BEKTOp HAHOOIIEE IMOAXOSAIIETO ONPeaeIeHHs
UMeEET caMoe OOJIBIIOE CKAISIPHOE IPOU3BEAECHHE C KOHTEKCTYaIN3MPOBAHHBIM BEKTOPOM BXOXKIEHHUS CIIOBA.

Cucrema oOydaeTcst pa3pemars JEKCHIeCKyl0 MHOTO3HAYHOCTh (BBIOMPATh caMoe MOIXO/IIee ONPEIeIeHHe)
Ha aHIJIOS3BIYHOM Kopiryce. JIjist Toro 4yToObl paboTaTh ¢ TEKCTAaMU Ha PYCCKOM SI3BIKE, MBI 3aMEHHJIHM aHIJIOS3bIY-
Helii BERT Ha MHOTOSI3BIUHYIO SI3BIKOBYIO Mozedb XLM-R 1 ucronp30Bau ee ClOCOOHOCTD K MEXBI3BIKOBOMY
nepeHocy. HecMotpst Ha oTcyTCTBHE 1000YUYEHHS MOZIEIN Ha KaKUX-TH00 JaHHBIX HA PYCCKOM SI3bIKE, TaKasi CUCTe-
Ma 3aHsJIa BTOPOE MECTO B COPEBHOBAHHH U, BEPOATHO, paboTaeT Ha JI0OOM M3 CTa JPYTHX S3BIKOB, HA KOTOPBIX
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XLM-R 6511 IpeaBapUTeIbHO 00YYEH, XOTS B 3aBUCHMOCTH OT SI3bIKa KA4eCTBO MOXKET BApbUPOBAThCs. MBI OLICHU-
BaeM BIIHsAHHE 00yUeHHs MOJIENTH BEIOOPY Hanbosee MOAXO/SIIEro ONpeAeICHUs U MOKa3bIBaeM, UTO 3Ta MPOLELypa
HMeeT pelIalolee 3HaUeHUe JUTS HAIINX Pe3ylbTaToB. I1ocKkonbKy Halla Mojieltb Obl1a oOydeHa moxoopy npaBHiIb-
HOTO ONpEZENEHHUs CII0BA, MBI HCTIOIb3yeM 3TO CBOMCTBO M MpeiaraeéM MeTOJl MHTEPIPETaluy U BU3yalH3alin
CEMAaHTHYECKUX CIBHUIOB BO BPEMEHH.

Hcnonb3yst TOMONHUTETBHBIE pa3MedeHHbIE JaHHBIE HA PYCCKOM A3bIKE 1 00yUast POCTYIO PErPECCHOHHYI0 MO-
JIeTIb, KOTOpast IpeoOpa3yeT pacCTOSHUS MKy KOHTEKCTyaIN3HPOBAHHEIMYI BEKTOPAMH BXOXJICHUH CIIOB B OLIEH-
KU CMBICIIOBOTO CXOJICTBA, ONTM3KHE K YETOBEUECKHM, MBI YITYUIIMIN HAlllA pe3ynbrarsl. Jlo000ydeHHast Ha pyCcCcKo-
SI3BIYHBIX JAHHBIX CUCTEMA 3aHsija IIEPBOE MECTO B COPEBHOBAHUM.

KnroueBble cjioBa: ceMaHTHYECKUE CJIBUTH, MOZIEIIH HA OCHOBE OMpeIeIeHIH

1 Introduction

RuShiftEval [6] is a semantic change detection task for the Russian language.! Each test sample in the
competition consisted of a single Russian word. The participants were asked to predict how much test
words have changed their meanings between three epochs: pre-Soviet, Soviet and post-Soviet. The mean
of the three Spearman correlation coefficients of the predicted and gold scores was utilized as the main
performance metric.

Through the evaluation period, our model which did not use any Russian data for finetuning achieved
the second place in the competition. As there was no domain adaptation, this system likely works for
any of one hundred other languages XLM-R was pre-trained on, though the performance may vary. After
adding labeled data in Russian and training a simple regression model, that converts the distances between
output contextualized embeddings we achieved the first place.?

Our main interest was whether the semantic change detection systems can benefit from using gloss
information and how these systems can be interpreted.

2 Background

Here we summarize the prior work linking word occurrences and word definitions. One of the first ap-
proaches in this field [ 7] calculated the lexical overlap between the context of a particular word occurrence
and all possible definitions of this word. This approach did not take into account word synonymy or other
lexical relations. The recent works tried to combine state-of-the-art language models with glosses from
some dictionaries.

One of such methods has been proposed in [15]. Their EWISE system used a pre-training procedure
for a gloss encoder, that learned knowledge graph embeddings from WordNet [8]. After this pre-training,
the authors froze the gloss encoder and started to train a context encoder with labeled WSD data. The
ablation study of this work has shown the importance of such gloss encoder pre-training.

While the previous method requires relational information from a knowledge graph, the method pro-
posed in [5] relies fully on gloss information. The developed system jointly encodes the context with all
possible glosses of the target word. The authors used a pre-trained BERT [1] model as initialization for
their encoder. The results demonstrated a big gap in the performance between the developed method and
a simple context encoder without any gloss information.

A similar approach has been proposed in [2], where authors trained two separate Transformer-based
encoders for word occurrences (Context encoder) and word definitions (Gloss encoder), both initialized
with BERT weights [1]. To represent a word occurrence, the outputs of the Context encoder for all of its
subwords were averaged. To represent a definition, the output of the Gloss encoder from [CLS] token
was taken. Finally, for a word occurrence and all of its definitions, the dot products between those outputs
were calculated and the softmax function was applied to them, resulting in a probability distribution over
possible word senses. The whole model was trained using cross-entropy loss to select the correct word
sense on WSD data.

While BEM [2] and GlossBERT [5] are based on BERT [1] encoder, our system exploits XLM-
RoBERTa (XLM-R) [13] architecture. XLM-R is based on RoOBERTa [10] and is pre-trained on unlabeled

"https://competitions.codalab.org/competitions/28340
?In order to make our results reproducible, we publish the code of our experiments: https://github.com/myrachins/
RuShiftEval.
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ID | Model [PI [P2 [P3 [ Aver
GLM, zero-shot cross-lingual transfer to Russian
1 | Manhattan+norm GLM xImr.large [741 7191798713
GLM + regression to human scores trained on RuSemShift
2 Linear regression on GLM xImr.large distances 77.0 | 80.1 | 81.8 | 79.6
3 Linear regression on GLM xImr.large+base distances 78.1 | 80.3 | 82.2 | 80.2
4 Knn regression on GLM xlmr.large+base distances 71.8 | 76.2 | 80.9 | 76.3
5 Random.forest regr. (1K est.) on GLM xImr.large+base dist. | 75.2 | 78.7 | 81.6 | 78.5
6 Random.forest regr. (2K est.) on GLM xImr.large+base dist. | 75.0 | 78.7 | 81.7 | 78.5
7 Random.forest regr. (SK est.) on GLM xImr.largetbase dist. | 75.8 | 78.4 | 81.3 | 78.5
The top3 best results of other teams
- DeepMistake 79.8 | 77.3 | 80.3 | 79.1
- vanyatko 67.8 | 74.6 | 73.7 | 72.0
- aryzhova 469 | 45.0 | 453 | 45.7

Table 1: Test Spearman score for each of our submissions. P1, P2, P3 columns stand for the pre-Soviet
- Soviet, Soviet - post-Soviet and pre-Soviet - post-Soviet pairs respectively. The features for 2-7 sub-
missions were taken from 7 different distance measures: L1, L1+norm, L2, L2+norm, Dot product, Dot
product+norm(Manh), Cosine. Top-head models from 2-7 submissions were trained with RuSemShift
data [11]. GLM pre-trained XLM-RoBERTa encoders were used in a feature-based setting and were not
fine-tuned.

data with MLM (Masked Language Modeling) objective. But in contrast to BERT and RoBERTa, it is
pre-trained not on monolingual data but on 2.5 TB of texts from CommonCrawl in 100 languages.

3 System overview

Our approach employs contextualized embeddings obtained from a gloss-based Word Sense Disambigu-
ation (WSD) model to measure an average sense similarity between occurrences of a particular word in
two corpora. This model was pre-trained with Gloss Language Modeling (GLM) procedure, which we
will discuss further in detail and compare with pure Masked Language Modeling (MLM) pre-training.

Based on the previous observations, that the strongest signal in the contextualized embeddings of a
language model pre-trained with MLM corresponds to the word form, not the word meaning [4], we try
to fix it by fine-tuning the model to select a gloss (a definition) from WordNet, that is most appropriate
for a particular word occurrence. We call this model a Gloss Language Model (GLM) and show that
this training procedure results in much more appropriate contextualized embeddings for the SCD task.
To initialize the GLM before training, we use the weights of the XLM-R model, which was pre-trained
with MLM objective on 2.5TB of texts from 100 languages [13]. Despite using only English WSD data
for training, our model still produces sensible contextualized embeddings for Russian, which alone gives
a strong performance in the SCD task. Since we do not use any Russian data or resources for the pure
GLM-based SCD model, this model will likely work for other languages too, though the performance
may vary.

To solve the SCD task, we sample sentences containing a particular target word from each of the given
three epochs. Finally, for each pair of epochs, we calculate the average distance between contextualized
word embeddings from GLM.

3.1 Gloss-informed embeddings

In order to learn sense-dependent representations of words, we pre-train our system on the Word Sense
Disambiguation task. Following the BEM model [2], our system consists of two separate encoders:
Context Encoder and Gloss Encoder.

Context encoder (7.) takes a sentence ¢ = cg, ..., Ci—1, W, Cit1, - - - , Cn, CONtaining a target word w,
to be disambiguated, where w,. is the i*” word in the sentence. The encoder then produces the target word
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Figure 1: Mean test Spearman score for the GLM and MLM models for each distance measure.

representation:
rw, = Te(c)[d]

For target words that are tokenized into multiple subword units, we average representations of these
subwords.

Gloss encoder (1;) takes as input a gloss gs = go, g1, -.., g that defines a word sense s and encodes
it as:
rs = Ty(9s)[0]

Taking the output from the first input token, which should be [CLS] or <s> token.
We can score each of the possible senses s € .S, for a target word w,. by taking the dot product of 7,
against every r, for s € Sy,
P(we,8) =1L 15

As there is no such big WSD dataset as SemCor [14] for non-English languages, we extend BEM [2]
system to the multilingual setting by replacing BERT with XLM-RoBERTa model [13] and exploiting its
zero-shot cross-lingual transferability.

Both encoders were initialized with XLM-R base or large weights. Then the whole system was pre-
trained on WSD data with cross-entropy loss. We denote this pre-training procedure as Gloss Language
Modeling (GLM). In our experiments, these encoder models were not fine-tuned on any Russian data.

3.2 Sentence sampling

Following the competition’s recommendations, we exploited Russian National Corpus (RNC) to sample
sentences from the given epochs. We used rulemma® lemmatizer to find all occurrences of the target
words in all forms in the corpus. For each target word, we sampled no more than 100 sentences per
epoch.

3.3 Inter-epoch difference

In order to calculate desired compare,, ¢, (w) value which denotes predicted compare metric for the
word w in e, e epochs pair, we build contextualized word representations from the sampled sentences
and calculate an inter-corpus average distance between them. More precisely, we compute d(we, , we., )
which is a distance between contextualized embeddings obtained from the context encoder of our WSD

*https://github.com/Koziev/rulemma
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(car.n.01) a motor vehicle with four wheels; usually propelled by an
internal combustion engine

(four-wheel_drive.n.01) a motor vehicle with a four-wheel drive
transmission system

(handcart.n.01) wheeled vehicle that can be pushed by a person; may
have one or two or four wheels

(machine.n.01) any mechanical or electrical device that transmits or
modifies energy to perform or assist in the performance of human tasks

(appliance.n.01) a device or control that is very useful for a
particular job

gloss

(motorcycle.n.01) a motor vehicle with two wheels and a strong frame

(screw.n.02) a simple machine of the inclined-plane type consisting
of a spirally threaded cylindrical rod that engages with a similarly
threaded hole

(device.n.01) an instrumentality invented for a particular purpose

(enginery.n.01) machinery consisting of engines collectively epoch

N 1682-1916
e 1918-1990

0.10 0.15 0.20 0.25
proportion

(mechanism.n.05) device consisting of a piece of machinery; has
moving parts that perform some function

Figure 2: A proportion of examples with the word mawuna (car, vehicle, engine, computer) from the
RuSemShift [11] samples where a particular gloss was selected (in top3) by GLM model. As this word
did not occur in the post-Soviet part of RuSemShift [11], we show only the first two epochs.

pre-trained system for the word entries We,, and We,, of the word w from epochs e; and e respectively.
comparee, ¢,(w) is calculated as average d(-) for all sampled sentence pairs Sy, (€1, e2) with the word w
from the considered epochs pair ey, es.

During the competition, we experimented on the d(-) definition based on our gloss-informed models.
Here we propose methods that fully rely on the Context encoder and thus do not require any additional
vocabulary or glosses. We achieve such generalization by using only outputs from the trained Context
encoder.

1. Euclidian (L2): Euclidian distance between outputs of the encoder.

Euclidian+norm: Euclidian distance between L2 normalized outputs of the encoder.

Manhattan (L.1): Manhattan distance between outputs of the encoder.

Manhattan+norm: Manhattan distance between L1 normalized outputs of the encoder.
Manhattan+norm(Eucl): Manhattan distance between L2 normalized outputs of the encoder.
Dot product: Dot product similarity between outputs of the encoder.

Dot product+norm(Manh): Dot product similarity between L1 normalized outputs of the encoder.
. Cosine: Cosine similarity between outputs of the encoder.

As the bigger L1 or L2 distance means the bigger semantic change, to get the positive Spearman
correlations with the gold scores we inverted our final average distances.

Instead of a single distance function, we can use a trainable combination of them. During the compet-
ition, we trained several regression models with features taken from 7 different distance measures: L1,
L1+norm, L2, L2+norm, Dot product, Dot product+norm(Manh), Cosine. The models were trained to
approximate human scores for the RuSemsShift [11] sentence pairs.

Besides comparing distance measures, we also experimented on the encoders’ initialization. In the
result section, we compare the performance of the models, initialized with XLM-R base and XLM-R
large [13].

NG R WD



Rachinskiy M., Arefyev N.

(home_room.n.01) a classroom in which all students in a particular
grade (or in a division of a grade) meet at certain times under the
supervision of a teacher who takes attendance and does other
administrative business

(principal.n.02) the educator who has executive authority for a
school

(tutelage.n.01) teaching pupils individually (usually by a tutor
hired privately)

(classroom.n.01) a room in a school where lessons take place

(class.n.02) a body of students who are taught together

gloss

(superior.a.01) of high or superior quality or performance

(admirable.s.01) deserving of the highest esteem or admiration

(rich.s.03) of great worth or quality

epoch

N 1682-1916
s 1918-1990
N 1991-2017

(good.a.01) having desirable or positive qualities especially those
suitable for a thing specified

(homework.n.01) preparatory school work done outside school
(especially at home)

0.00 0.05 0.10 0.15 0.20 0.25 0.30
proportion

Figure 3: A proportion of examples with the word xraccuuwiii (classroom, cool, classy) from the RuSem-
Shift [11] samples where a particular gloss was selected (in top3) by GLM model.

4 Experiments and Results

We trained our models on English SemCor [14] with glosses from WordNet 3.0 [8]. Systems based on
XLM-RoBERTa base and XLM-RoBERTa large [13] were trained 20 and 10 epochs respectively. The
Context and Gloss encoders were optimized on separate V100 GPUs for about 3 days for each backbone.
Following standard practices, we used SemEval-2007 [12] as our development set to choose the final
checkpoints. We evaluated our systems with the WSD framework proposed in [9].

41 GLM vs MLM

Figure 1 shows the gap between MLM and GLM pre-training, where we use distances between con-
textualized word embeddings obtained from the Context encoder pre-trained to solve the WSD task.
Experiments show that models trained with GLM procedure strongly outperform their MLM counter-
parts regardless of distance measure or backbone. We also see that for both backbones manhattan+norm
distance performs the best. In addition, the figure shows that GLM large model outperforms the base
counter-part, but with MLM pre-training the base model performs slightly better.

4.2 Submissions

Table 1 shows overall results for the competition’s test set for each of our submissions.

5 Qualitative analysis

As our GLM models were pre-trained to choose a proper definition for a target word, it is natural to try
to interpret some of the models predictions. With the gloss knowledge from WordNet [8] we tried to find
out how the meanings of the words were changing through time. We took the set of considered words
from the book [3], where authors described the history of 20 Russian words. For each considered word
w we run the following algorithm:

1. We sample all sentences with the target word w from RuSemShift [11].
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XpoHOoIOrus 3HaYEeHI CTIOBA MAWUHA

3HaveHue u mpumep Ilepuon ncnonp3oBaHus XPpOHOIOrYs 3SHAYEHUIT CIOBA KIACCHbLIL
‘Tloess, naposos’ 1830-e IT. |Meaniné and example! |T/me period of usel
[C—Train. Locomotive | ] 3HaveHue u IpuMep Ilepuon ncnonb3oBaHMA
<..> Ceii 2p03HbIil UCNONUH, NbIUA NIG- ‘VIMerommit OTHOIIEHME 1820-err.
MeHeM, ObIMOM U KUNAuUMU 6puideamu, K IIKOTHHOMY 06y YeHII0’
dsunyncs eneped... Cmosieuiuie no cmopo-
Ham 00po2u 3pUMeny u3yMusIUucy, 6UOS Anewia 6036pamurcst 6 JOM U 8ect Gevep
8enUUECMBEHHOE, POBHOE, 1€2KOE, NPUMOM npocuden 00uH 6 KIACCHHIX KOMHAMAX...
cropoe dsuscerue mamunvt. [Ceepras [Anmonuii ITozopenvckuil. YepHas xypuna
myena (1836. 6 HOs16ps1)] (1829)]
‘M@R’, 1880-err. ‘Umerommii xnacc (paspap)’ 1830-err.
[ | Appliance | |
Tonio6u kaxozo-Hubyob uenosexa c cocmos- BOpyz 6x00um uenosex 6 u30dpanHom Gop-
Huem, OH mebe Kynum weeiinyo Mawuny. MEHHOM CepmyHuuike, — KMo 2080pUL, 41mo
[A.®. MTucemcxcuil. Tipocsemiennoe Bpemst 31O XOPYHIKUTI, OMCMABNIEHHDLTE MPU PA3A
(1875)] 30 NBAHCMBO U OYTHCIMBO; KIMO 2080PUT,
‘ABTOMOGMIR’ 1900-e rr. 41Mo 3mo HeGONLUIOLE KIACCHBIE YUHOBHUK,
Automobile a Kmo yBeps, 4mo 3mo 0mcmasHol Knepx,
B 10 uac. noexan e Ilemep6ype u nocemun yHmep-6amanep, a mosxcem Gvimbp, U 1noo-
asmomo6unvuyio évicmasxy 8 Muxaii- wikunep. [B.. [lans. Ckaska 0 IIOXOX/IEHU-
7108 [ckom] manedce. Bonee 140 pasnuumvix AX yepTa-nocnymHuka, Cunopa [omixap-
dupm npucnanu ceou mawunvt. [Huxo- mosuya (1832)]
naii I Tnesuuku (1913-1916)] ‘Xopounii, OTTNIHBIIT 1950-€ rr.
Er— 580-
1990-€ . — Ioiidy cmompemp «JJeno necmpuix».
A, ymacrysuiuce, 0an cebe 3apox u npooan Bpam suden — 2060pum, KTaCCHOE KUHO.
My MAwUnY, PPUBOILHO HA3ZLIBAEMYI0 Tam naw smomy xa-a-ax dan! [B.C. Boi-
nu-cu, 3a nonyenol. [H.FO. Knumonmosuu. coyxuti. O MOGUTENAX «IIPUKTIOYEHII»
Tocnenusis raszera (1997-1999)] (1955-1960)]

Figure 4: Meanings’ shift charts for the words mawmuna (car, vehicle, engine, computer) and xzaccusiii
(classroom, cool, classy) from the book [3]. We also provide brief English translations of the columns
and the words’ meanings.

2. For each of these sentences we retrieve 3 glosses from WordNet having the maximum dot product

with the contextualized embedding of the target word.

3. Foreach gloss we can calculate a proportion of examples with the target word w where this particular

gloss was selected (in top3) by GLM model.

Figures 2, 3 show the dynamic of the meanings’ changes for the words mawuna (car, vehicle, engine,
computer) and xzaccusiii (classroom, cool, classy) respectively. We took a pre-trained model with XL M-
R large backbone for this purpose.

As we can see from these figures our model can choose sensible English glosses even from all WordNet
[8] synsets, although the target words and their contexts are in Russian. Moreover, for these particular
words, we can see consistency with the charts from the book [3] (Figure 4).

However, this approach with decoding Russian word senses with English WordNet [8] has several
limitations. We have seen one of them during experiments with the word nuorep (pioneer, scout), which
of course drastically changed its meaning in the Soviet epoch. The Soviet meaning of this word is strongly
connected to the Communist ideology, but in English, the nearest concept for this Soviet meaning is scout,
which of course doesn’t mean exactly the same, and consequently interpretation model can not find the
proper English gloss and this leads to poor performance on such words.

6 Conclusion

In this paper, we proposed training a Gloss Language Model (GLM) to obtain better contextualized em-
beddings for the Russian Semantic Change Detection task. We have shown that this training procedure
greatly boosts the performance compared to the traditional embeddings from a Masked Language Model
(MLM) regardless of the distance measure employed.

Apart from that, we proposed a technique for the interpretation and visualization of the semantic
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changes through time by linking Russian word occurrences to the reasonable definitions from the Eng-
lish WordNet and comparing distributions over those definitions for each epoch. Also, we discussed the
limitations of this algorithm due to the difficult-to-translate concepts.
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