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Abstract

Text Simplification is the task of reducing the complexity of the vocabulary and sentence structure of the text
while retaining its original meaning with the goal of improving readability and understanding. We explore the
capability of the autoregressive models such as RuGPT3 (Generative Pre-trained Transformer 3 for Russian) to
generate high quality simplified sentences. Within the shared task RuSimpleSentEval we present our solution
based on different usages of RuGPT3 models. The following setups are described: 1) few-shot unsupervised
generation with the RuGPTs models 2) the effect of the size of the training dataset on the downstream performance
of fine-tuned model 3) 3 inference strategies 4) the downstream transfer and post-processing procedure using pre-
trained paraphrasers for Russian. This paper presents the second-place solution on the public leaderboard and the
fifth-place solution on the private leaderboard. The proposed method is comparable with the novel state-of-the-art
approaches. Additionally, we analyze the performance and discuss the flaws of RuGPTs generation.
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Annoranus

Yuporenne TeKCTa — 3a7ada aBTOMATHIECKOTO MOIYIEeHIs YIIPOIIEHHOTO IPE/JIOKEHIS U3 CII0K-
Horo. B pabore npescraBiieHa METOIMKA YIIPOIIEHUsI TEKCTOB HA OCHOBE aBTOPErPECCHOHHBIX MOJIEJIEH,
B uyactHoctu RuGPT3 (Generative Transformer 3 for Russian). Pemenune npexncrasieHo B paMkax
copesHoBanus RuSimpleSentEval, koTopoe 3aHs1J10 BTOpoe MeCTO Ha MyOJMIHOM JTUAEPOOPIE 110 MeT-
puke SARI u nsitoe MecTo Ha npuBaTHOM JHaepbopae. B pabore paccCMOTPEHBI CJIE LY IONIME TIOIXO/IbL:
1) remeparysi YIPOIIEHHOIO TEKCTA C IIOMOIILIO TeXHUKH few-shot, 2) m3ydeHue BiusiHUS pasmepa
obyJaroreil BRIOOPKU W TapaMeTPOB Ha IIEJIEBOE KA4eCTBO MOjesell, 00yIeHHBIX C MOMOIIBI0 METOIA
fine-tuning, 3) cpaBHenue Tpex nHMEPEHC CTPATErnil U IOCTGOPAGOTKY, 4) IpUMeHeHne NPeo0y JeHHBIX
Mozeseil it TeHeparn napadpa30B HA PYCCKOM si3bIKe Ha IEJIEBOH 3a/a4e U B KA9eCTBE KOMITOHEHTa
1ocT-00pabOTKN CreHEPUPOBAHHBIX YIIPOIIEHHBIX TEKCTOB.

Kirouessie cioBa ynpomenne tekctoB, RuGPT3, renepamnus napadpazon

1 Introduction

The task of text simplification (TS) aims to reduce its linguistic complexity in order to improve readabil-
ity and understanding. Text complexity criteria include the presence of complex grammatical structures,
participial and adverbial constructions, subordinate sentences, the presence of infrequent and ambiguous
words. Recent research on TS has been of keen interest, especially after the development of automatic
approaches which have led to the transition from manually defined rules to automatic simplification
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using neural networks. Simplification has a variety of important applications. For example, in socio-
psychological respect, it increases the information accessibility for those with cognitive disorders such as
aphasia, dyslexia, and autism, as well as for non-native speakers. Furthermore, automatic text simplific-
ation could improve performance on other NLP tasks, such as paraphrasing, summarization, information
extraction, semantic role labeling, and machine translation.

Existing methods have been predominantly designed for English due to the availability of high-quality
text corpora which contain aligned complex and simplified sentences such as Newsela! [24] and Turk
Corpus [25]. WikiLarge constructed from Wikipedia and Simple Wikipedia is a very common dataset
for English as well. However, the construction of such datasets for new language is expensive, and
no attempts have been made to create a TS dataset for the Russian language. To this end, the shared
task RuSimpleSentEval-2021 [16] aims to fill this gap and facilitate the development of automatic TS
methods for Russian. This paper describes the submission to the shared task and proposes the TS method
based on RuGPT3, and details the experiments with the autoregressive models for Russian. We explore
the RuGPT3? models capabilities in a full compliance with the competition rules, study the effect of
the size of the training dataset on the model performance, combine different inference strategies and
post-processing techniques. The method has achieved the second place on the RuSimpleSentEval public
leaderboard and the fifth place on the private leaderboard.

The remainder is organized as follows: Section 2 briefly describes the prior research in the field;
Section 3 outlines the data used in the experiments; Section 4 provides the description of the experiments;
we discuss the results and provide the analysis of the proposed method and generated abilities of the best
model in Section 5, section 6 concludes the paper.

2 Related Work

The task of TS is similar in nature to other sequence-to-sequence NLP tasks such as machine translation,
paraphrase generation [21, 17] and most to text summarization. It can be considered as text summariz-
ation which can involve selecting sentences from the input text (extractive) or re-writing the input text
(abstractive) in order to preserve most of the meaning [7]. In contrast to text summarization, simpli-
fication methods do not necessarily “compress” the input text and thus can produce longer texts, e.g.
when generating term explanations. Whereas text summarization predominantly aims at filtering out the
redundant text segments, TS approaches preserve the structure of the text. Despite this, a number of
studies have explored the combinations of the approaches by integrating TS methods into summarization
systems [27, 19].

The survey [6] provides a comprehensive overview of TS approaches, including a brief description of
the earlier attempts to solve the task, discussion of various aspects of simplification (lexical, semantic,
and syntactic), and the latest techniques being utilized in the field. Recent research in the field has clearly
shifted towards utilizing deep learning techniques to perform TS, with a specific focus on developing
solutions to combat the lack of data available for simplification. [18] is another review of the most
significant studies in TS. It highlights more than 300 studies of the last three decades in the field of
TS. The paper covers the corpora and evaluation metrics, for example, BLEU [13] and the most reliable
metric for the sentence simplification task SARI [25].

The state-of-the-art results on TS task for English on a Turk Corpus are demonstrated by the following
models:

1. DMASS & DCSS [29] is a combination of Deep Memory Augmented Sentence Simplification

(DMASS) model and Deep Critic Sentence Simplification (DCSS) that has achieved 40.45 SARI.
2. ACCESS [10] by Facebook has obtained 72.54 BLEU and 41.87 SARI. The method shows that

explicitly conditioning the sequence-to-sequence models on control tokens such as length, amount

of paraphrasing, lexical complexity and syntactic complexity, increases the results of generation.

3. MUSS [11] has received the highest scores 78.17 (BLEU) and 42.53 (SARI). The method incorpor-

ates leveraging unsupervised data to train TS systems in multiple languages using the controllable

"https://newsela.com/data
2https://github.com/sberbank-ai/ru-gpts



Text Simplification with Autoregressive Models

generation mechanisms and pre-training.

Another line of research is focused on approaches based on reinforcement learning [28]. Transformer-
based language models [23] have been applied to the sequence-to-sequence tasks for Russian, ranging
from text summarization [9] to news generation[4]. The large scale pre-trained transformers represent
a promising direction in the field of TS and comparable to the state-of-the-art methods. GPT-3 has
achieved competitive performance on text summarization and simplification tasks [12, 22, 20]. In line
with these works, we focus on the applicability of the autoregressive models, namely RuGPT3, for TS.

3 Data

The TS datasets contain parallel pairs of complex sentences (source) and their corresponding simplified
versions (source).

The organizers of the RuSimpleSentEval-2021 shared task have introduced a TS dataset constructed
by automatic translation and post-processed WikilLarge corpus [25]. The resulting dataset was split into
train, dev and test sets. The additional dev, public and private test sets were created via crowd-sourcing
using Yandex.Toloka®. The training set contains inappropriate examples due to being automatically
constructed. Consider an example, where the sentences are likely to refer to the same town but the
target sentence contains extra information which can not be derived from the source sentence: IT'opos,
Tak ke sIBJISIeTCsI IIEHTPOM IMMPOU3BOJICTBA caxapa W IpoMblnuiennoctu. => B 2002 romy obmras
YHUCJIEHHOCTDb HACEJIEHUs MYHUIUTIAJIUTETa cocTaBisa 77 698 demosek: 38 093 myxkuunol u 39
605 »xenmmuu. There are also some cases where the translation is only partially done:  Belleview
HAXOJUTCS 0 aJipecy. ==>> BenbBbio - Topo Bo @opuje B CIIIA. Another problem is sentences
where the target sentence contains more information, which is a crucial case because it contradicts the
definition of simplification. The sentence is not simplified, instead it is complicated: Hexoropsre MoryT
MIPOSIBJIATH MUKCOTPOUIO. ==>> HeKOTOpbIE MOT'YT MPOABJIATH MUKCOTPOMUIO ITPU UCIIOJIH30BAHIT
CMeITaHHBIX NCTOYHNKOB 3Hepruu. As we see further the data for training is a primary issue for the
prominent performance of the TS methods. Thus, we make an attempt to overcome these issues and
conduct the experiments in the following data settings: 1) all the data provided by the organizers (further
in the text “data_all” ) 2) all cleaned data (“clean_all”) 3) a 10000 examples subset of cleaned data
(“clean_subset”). The cleaning procedure of proposed data contains the following filtration steps:

* Discarding examples with less than two lemmas in the intersection between the lemmatized source
and target sentences. We removed the stopwords during this step and lemmatize the sentences with
pymorphy?2 tagger?;

* Discarding examples where the source sentence is a substring of the target one and the length is
greater than of the source one.

4 Experimental Setup

The shared task is evaluated with SARI (System output Against References and against the Input sen-
tence) released in EASSE[1]°. The baseline of the competition is a multilingual BART (mBART) [8]
which is commonly used for the summarization task including the Russian language [5]. The model
was fine-tuned on the train set and achieved the 30.15 SARI score on the public leaderboard. We now
describe the experiments conducted in this work.

Downstream transfer using pre-trained paraphrasers The motivation behind this setting is that the
TS task is similar to paraphrase generation. To this end, we use the pre-trained paraphrasers for Russian
and evaluate them on the task without fine-tuning [3]°. We used mt5-base and RuGPT3 paraphrasers and
the following generation hyperparameters: temperature 1, top_k repetition_penalty 1, top_p 0.9, max
length 100 and the probability threshold of 0.8.

3https://toloka.yandex.ru/
*nttps://github.com/kmike/pymorphy?2
>https://github.com/feralvam/easse
Shttps://github.com/RussianNLP/russian_paraphrasers
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Fine-tuning Another approach includes fine-tuning of the following models:

1. mT5[26] - Multilingual T5 (mT5) by Google is a massively multilingual pre-trained text-to-text
transformer model trained on the mC4 corpus in 101 languages including Russian.

2. RuGPT3-Large is a Russian open source analogue of GPT-3[2]. RuGPT3-Large’ (760 millions of
parameters) was trained on Internet text on 1024 context length with transformers on 80 billion
tokens around 3 epochs, and then was fine-tuned on 2048 context.

3. RuGPT3-XL8 was trained with 512 sequence length using Deepspeed and Megatron code by Sber-
Devices team, on 80B tokens dataset for 4 epochs. After that the model was finetuned 1 epoch with
sequence length 2048.

Since the best performance on the public leaderboard was achieved with the RuGPT3-XL model, we

used it in a series of further experiments.

Exploring the effect of the training data size on the downstream performance In this setting, we
first experiment with different sizes of the training data and the filtration procedure described in Section
3. Second, we explore the following setup:

1. Few-shot method with a pre-trained RuGPT3-XL model. We feed the model with 5 examples from
the dev set combined with “prompts” and generate the output for the test examples. An example of
the “prompt” is presented in Figure 1. For each test example, we generate 5 candidates and rank
them by the lowest perplexity score.

2. Fine-tuning and decoding methods: we fine-tune the RuGPT3-XL model and experiment with
greedy decoding, top-k and top-p sampling, and beam search methods.

3. Post-processing of the generated output using heuristic-based approach and re-writing the output
with a pre-trained paraphraser. First, we check the appropriateness of the punctuation marks and
casing of the named entities. Second, we consider the generated output to be inappropriate if: (a) the
length of the output is too short, (b) there is no lemmas in the intersection of the source and target
sentences, (c) the source sentence is a sub-string of the generated sentence, or the Levenshtein
distance between the sentences is less than 5: in this case we rewrite the output with using the
paraphraser.

Ynpocti: "Arpeccusi, Kak CO CTOPOHbI NaUMeHTOB TakK 1 HanpaBneHHas NpoTUB HNX,
06LIYHO Cny4YaeTcs B KOHTEKCTE CNOXHbIX CouManbHbIX B3aUMOLENCTBUIA B ceMbe, a
TakKe ABnaeTcA NpobnemMon B YCNOBUSAX KITMHUKK U MO MECTY XUTenbcTBa 601bHOro."
==> KOH(NNKTbI B MeOyYpeKOeHnn - CneacTBUN KOHMIMKTOB B CEMbE.

Ynpoctu: "Anma-Ata — nérkas v niuwiesas NpOMbIWNIEHHOCTb, MalWHOCTPOEHKWE; 1
Tapas — MawWHOCTPOEeHWe, XMMMYecKas 1 nNuleBsas NPOMbILLNIEHHOCTb. " ==> B Anma-
ATe pa3sBuTa nérkasi 1 nuLeBas NpPoMbILLIEHHOCTL, MaMHOCTPoeHKe; a B Tapase -
MaLUWHOCTPOEeHNe, XMMUYecKas 1 nNuLLeBasl NPOMbILLIIEHHOCTb.

Ynpoctu: "14 nekabps 1944 roga pabo4nn nocénok M4ykn 6bin nepenmeHoBaH B
pabo4unin nocénok CoBETCKUIA, Nocne Yero NoCenkKoBblA COBET CTas Ha3blBATLCS
CoBeTtckum." ==> 14 nekabps 1944 ropa pabounii nocénok V4ku nepeMmeHoBaH B
CoBeTcKuiA.

Ynpoctu: "ABTOp rona B BopoTa cOopHOM AHIMKK, NONYYMBLIErO Ha3BaHue «[on
CTONETUSA», N MPU3HAHHOIO AYYLUAM FOJIOM B UICTOPUKN YEMMMOHATOB MMUPA; B TON XKe urpe
3abun MsY pyKoWr, 3TOT cryvan n3secTeH Kak «Pyka bora»." ==>

Figure 1: The "prompt" example for the few-shot technique with the RuGPT3-XL model.

All the experiments were conducted and measured on the public leaderboard. The results are presented
in Table 1. During the public competition phase, the best submissions achieved with the RuGPT3-XL
model trained on 10k cleaned training examples using greedy decoding and with the RuGPT3-XL model

"https://huggingface.co/sberbank-ai/rugpt3large_based_on_gpt2
8https://github.com/sberbank-ai/ru-gpts/tree/master
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trained on all the cleaned data with sampling. We assumed that the combination of the two configura-
tions was the best option. Sentence transformers® [15] were used to compare the generated sentences
from the two configurations and to choose the best one. The library provides the multilingual model
for paraphrase identification “paraphrase-xlm-r-multilingual-v1”[14]. The source sentence embeddings
were compared with generated sentence embeddings from the two configurations and the one with a
higher cosine similarity was kept as the final answer. Formally, the scheme of the final submission is

presented in Figure 2.
greedy +
paraphraser

generated
sentence
Ti

Source Paraphrase ldentification

sentselrnce max{casinz zg'g:raﬁry{&. T seiltr;ilge
cosine_similarity(S.Gi)
generated
paraphraser sentence
G.l
Figure 2: A graphical representation of the final method pipeline.
Method SARI
Data Model Inference
Ru/En wiki corpus Baseline - 30.15
Paraphraser corpus paraphraser on RuGPT3 | - 31.135
Paraphraser corpus paraphraser on mT5 - 31.2
data_all mTS5 base fine-tune - 32.12
clean_all RuGPT3 large fine-tune | - 35.09
nodata RuGPT3-XL few-shot - 28.05
clean_all RuGPT3-XL fine-tune | beam + postproc 37.04
clean_subset RuGPT3-XL greedy + postproc 38.10
clean_all RuGPT3-XL sampling + postproc 38.01
clean_all/clean_subset | RuGPT3-XL greedy/sampling + postproc | 38.87

Table 1: Results on the public test set. Data represents the data on which the model was fine-tuned.
Model shows the model, and Inference refers to the post-processing and decoding method.

Method SARI
Data Model Inference

clean_all RuGPT3-XL | beam + postproc 36.68
clean_all RuGPT3-XL | sample + postproc 36.78
clean_subset RuGPT3-XL | greedy + postproc 37.82
clean_all/clean_subset | RuGPT3-XL | greedy/sample + postproc | 37.80

Table 2: Results on the private test set. Data represents the data on which the model was fine-tuned.
Model shows the model, and Inference refers to the post-processing and decoding method.

“https://github.com/UKPLab/sentence-transformers
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TOProBbIX, PEMECNEeHHbIX 1
CeNbCKOXO3ANCTBEHHbLIX LIEHTPOB Ha
Benvkom LLI€nkoBoM NyTWU, NMEHOLLMX
MOHETHbIWM OBOpP.

OBOp.

Method Source Generated Estimate
few-shot A 0JIVH U3 CCbINbHbIX, OcKap a OpavH ocyXKaeHHbIi caenan Good
AnekcaHgposuy 3Hrbepr, U3roToBun | MonogoXeHam obpy4eHHble nepcTH | paraphrase, the
EHUXY W HeBecTe obpyyanbHble M3 NATUKONEEYHON MOHETbI meaning is the
KOnblUa 13 MeaHoro nATaka. same
ABWaUWOHHbIE NMHWK NoaepxxmBaoT | KpynHenwwe asnapeicbl N03BoNAOT | The thema is the
CBA3b KPYNHEWLMX ropoaos Utanuu 9KOHOMUTbL BPeMA ANA NyTewecTBuiA | same, the
CO MHOTrMMKM ropogamun EBponbl, a naccaxupoe BHYTpW ropoga meaning is
TakxKe Opyrnx KOHTUHEHTOB. different.
AKTEPY 6bInn 61M3KK U chapcoBan, AkTepy 6bina 6nn3ka catupuyeckana | The start of the
6anaraHHaA CTUNUCTMKA KapTUHbI, U MaHepa oTobpaxeHuA generated
rNaeHbIiA repoii — MeHALMIA Mackn 1 | NPOMCXOAALLEro ero repoem- sentence is good
ofexabl noanonblLMK Bpoackuia. noAnoNbLWKOM; UMEHHO 3TOrO OH simplification,
caM NblTancA JocTUYb 38 CHET after - too many
M3MEHEeHWA obpasa >KWU3HKW (M3MeHun | extra information.
mmA). HenameHHbIM OCTaBanoch
NULLb coaepXaHne npousseaeHun
MCKyCcCTBa - UPOHMA!
fine-tune B 3aBMCMMOCTM OT HacTW B CIOXKETHOW | B 3aBMCMMOCTW OT YacTu B Good
NUHWKA B NPOLLNIOM BPEMEHWU UrPOK CIOXETHON NIMHUN UIPOK MOXET simplification
MOXeT YNpaBnATb OQHUM WK ABYMA ynpaenATb OAHUM UMK ABYMA
NpoTaroHUcTamu. nepcoHakamu.
AcnupuH — 3TO NeYeHue Nepeou AcnupuH 0bbI4HO Ucnone3yeTtcA anA | Good
JIMHAWM ANA TMXopafKn U CMMNTOMOB nevyeHWA nuxopankm, 6onu B simplification
cycTaBHOW 60K NpK OCTPOM cycTaBax 1 MbllLEYHLIX CYA0pOr.
peBMaTU3Me.
ANKOronk MOXeT YBeNUYUTL PUCK ANKOrons B yMepeHHbIx Thema is the
poxaeHna pe6éHka ¢ BPOXAEHHbIMM KONM4ecTBax He BNWAET Ha POCT U same, but the
aHoManMAMN HEePBHON CUCTEMbI 1 pass1TMe nnoaa. meaning is
06yCcnoBUTL 3a0epXKy pocTa. opposite
Anma-ATa CTaHOBUTCA OOHMM W3 B Anma-ATe noABNAETCA MOHETHbIW | Too short

simplification, the
meaning is cut

Figure 3: Examples of the simplified sentences produced by the RuGPT3-XL model.

5 Results and discussion

The RuGPT3-XL models show results comparable with other methods submitted to the leaderboard.
The fine-tuned models achieve results about 37 SARI depending on the inference strategy. Beam search
shows worse results compared with greedy and sampling decoding methods. The performance without
the post-processing component is lower across all configurations, indicating that the Russian paraphrasers
are a valuable tool for simplification procedure.

We have obtained different results for the generation-based methods. First, the few-shot method is
beneficial due to its simplicity. For the best result, the developer needs to investigate the prompts and
choose the most optimal one. Without any fine-tuning, the RuGPT3-XL model generates a number of
appropriate simplified sentences. We manually validated 50 examples produced by this method: 16% are
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appropriately simplified sentences, 41% are semantically inappropriate sentences but on the same topic
as the original sentence, and 43% are fully inappropriate. The examples are provided in Figure 3.

The fine-tuning approach receives reasonable performance. However, there is room for improvements.
One can see that the meaning of the produced sentence can be opposite despite being simplified. An-
other case is that the sentence gets overly “compressed” thus losing the relevant information. The best
combined solution has achieved the 38.87 SARI score, as we tried to increase the score based on the best
performing submissions. However this approach has not been proved to be the best option on the public
leaderboard. After the competition, when the submissions were no longer limited, we discovered that the
greedy decoding with post-processing shows better results. Thus, the best configuration is the RuGPT3-
XL model fine-tuned on all clean_subset with greedy decoding and paraphraser post-processing that
achieves a 37.82 SARI score. We observe the performance drops between the public and private test sets
(from 38.10 to 37.82). A possible reason is the effect of the different generation hyperparameters for
both the RuGPT3-XL model and the paraphraser, shifts in the test distributions or the model overfitting.

6 Conclusion

In this paper, we present the submission to the RuSimpleSentEval 2021 shared task devoted to the prob-
lem of text simplification. The method combines the autoregressive transformer, namely the RuGPT3-
XL model, and pre-trained paraphrasers for the Russian language. The experiments are conducted using
various method configurations, ranging from the few-shot and fine-tuning approaches to heuristic-based
data pre-processing and post-processing procedures. The results demonstrate that the proposed method
can simplify sentences with and without any fine-tuning, solely based on the prompts fed as little super-
vision. Our approach has achieved second place on the public leaderboard and fifth place on the private
leaderboard reaching the 38.87 and 37.8 SARI score, respectively. The qualitative and quantitative ana-
lysis shows that there is still room for improvements which we consider an exciting direction for future
work. Another line includes the applicability of the approach to the English language and comparison
between languages. We hope that our method will be served as a prototype in the applications where
text simplification is required, or used as a strong baselines for development of more sophisticated text
simplification systems for Russian.
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