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Abstract

Text detoxification is the task of rewriting a toxic text into a neutral text while preserving its original content. It
has a wide range of applications, e.g. moderation of output of neural chatbots or suggesting less emotional version
of posts on social networks. This paper provides a description of RUSSE-2022 competition of detoxification meth-
ods for the Russian language. This is the first competition which features (i) parallel training data and (ii) manual
evaluation. We describe the setup of the competition, the solutions of the participating teams and analyse their
performance. In addition to that, the large-scale evaluation allows us to analyse the performance of automatic
evaluation metrics.
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Annoramus

JleTokcuKanusl TEKCTa — 9TO 3aJada IPeobpa30BaHMUs TOKCUYIHOTO TEKCTA B HEHTPAILHBIH TEKCT
C COXpPAHEHWEM €ro MCXOIHOTO CofepKanmd. Texnonmornu neTokCubUKanum UMEOT MUPOKHUHA CIEKTD
[IPUMEHEHMH, TAKUX KaK MOJEPAlus BbIBOJA 9aT0OTOB MM IepedpasupoBaHie SMOIMOHAILHOIO KOM-
MEHTApHUS B COIMUAIBHON ceTr. JlaHHAs CTATHSA MOCBAIIEHA OMUCAHUIO COPEBHOBAHMS MOJIEIEH JIJIs Jie-
rokcudukaryuu rekcroB RUSSE-2022. 9To nepsoe 110106H0e cCOpeBHOBaHME, B paMKaX KOTOPOro ObLIn
npoctynabl (1) mapaniensabit obyqaomuit kKopyc n (2) pydHas omeHka Mozeseil. Mpl onuceiBaeM B
JlaHHO# paBoTe COPEBHOBAHME U MOJIEJIU, [I0YyIACTBOBABIIKE B HEM, & TAKXKE AHAIU3UPYEM HX PaboTy.
Kpome Toro, mpoBe/ieHHasT Py IHAS OMEHKA KAIeCTBA MO3BOJIUIIA HAM MPOAHAJIU3NPOBATH ABTOMATHIE-
CKM€ METPUKH, UCIOJIb3YIONINECs JJIsi OLEHKU KadecTBa MOJENei JeTOKCuDUKAIUY U EPEHOCA CTUJIA.

Kmouessie cioBa: [lepenoc cruiis, nerokcnduKaIms, KOPIyC, FeHEPAIUS TEKCTA, OIIEHKA KaIeCTBa,
COPEBHOBAHME, aHAJIN3 METPUK

* Equal contribution
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1 Introduction

Identification of toxicity in user texts is an active area of research. Today, social networks such as
Facebook!, Instagram?, and VK? are trying to address the problem of toxicity. However, they usually
simply block such kinds of texts. We suggest a proactive reaction to toxicity from the user. Namely, we
aim at presenting a neutral version of a user message which preserves meaningful content. We denote
this task as detoxification.

Detoxification can be solved with Text Style Transfer (TST) (Jin et al., 2020; Hu et al., 2020) methods.
This task aims at transforming the text so that its content stays the same, and its style (which can refer
to text sentiment, author profile, degree of politeness or formality) changes. For the majority of style
transfer tasks there exists no parallel data, which makes researchers train TST models on non-parallel
texts (Shen et al., 2017; Wang et al., 2019; Xu et al., 2021).

Detoxification task is usually considered a variety of TST task from foxic to neutral style. There
already exist unsupervised approaches to detoxification (Dementieva et al., 2021a; Dale et al., 2021) for
the Russian and English languages. However, the output of these models is often of bad quality.

Russian IT company Yandex already tried to address the detoxification problem and launched the first
detoxification competition. However, we extended their setup in several directions:

* We collected a new parallel corpus of toxic sentences and their manually written non-toxic para-
phrases. This allows to solve the detoxification task using the methods developed for parallel train-
ing data (in particular, for machine translation).

* We use an established and tested automatic evaluation setup (Krishna et al., 2020) which agrees
with the formulation of style transfer and takes into account all aspects of transfer quality. In
addition to that, we use the reference-based evaluation.

* We follow the common assumption of low reliability of automatic evaluation of style transfer and
make the final decision on the models quality based on the manual evaluation. Our work is the
first attempt to use crowdsourcing for large-scale manual evaluation of a text generation model. We
describe and analyse our evaluation setup.

All general information about the presented competition as well as all used code, data, and the final
results can be obtained via official website.*

2 Related Work

RUSSE’2022 is the first competition on detoxification based on parallel corpora for Russian and has
no analogies in any languages. As for the Russian, the first detoxification was launched by Yandex
in november 2021 (Yandex, 2021). However, the dataset did not include parallel data that prevented
participants from using seq2seq models. Moreover, their evaluation setup was weak as it only included
toxicity measuring as well as similarity to the initial text and was hacked by participants.

At the same time, a lot of attempts have been made in studying toxicity for the English language. The
earliest ones were several Kaggle competitions from the Jigsaw/Conversation Al team on toxicity: the
“Toxic Comment Classification Challenge” (Jigsaw, 2018) in 2018, the “Unintended Bias in Toxicity
Classification Challenge” (Jigsaw, 2019) in 2019 and the “Multilingual Toxic Comment Classification
Challenge” (Jigsaw, 2020) in 2020. The organizers present the largest English toxicity datasets with
multiple types of toxicity (toxic, obscene, threat, insult, identity hate, etc) and a multilingual test set for
other languages such as Spanish, French, Italian, Russian, etc.

Since 2019 toxicity and offensive language becomes one of the central topics at SemEvals. SemEval-
2019 Task 6 and SemEval-2020 Task 12 on Identifying and Categorizing Offensive Language in Social

"https://edition.cnn.com/2021/06/16/tech/facebook-ai-conflict-moderation-groups
Zhttps://about.instagram.com/blog/announcements/introducing-new-tools-to-protect-our-community-from-abuse
3https://vk.com/press/stickers-hate-speech

*https://russe.nlpub.org/2022/tox
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Media (OffensEval) (Zampieri et al., 2019; Zampieri et al., 2020) attracted about 115 teams for the first
year and 145 for the second year. The next SemEval competition devoted to the toxicity held in 2021:
Toxic Spans Detection® (Pavlopoulos et al., 2021) is a task which aims at identifying the spans that make
a text toxic instead of classifying whole texts in comparison to OffensEval and Jigsaw competitions.
Highlighting such toxic spans can assist human moderators who often deal with lengthy comments. The
2022 year is also quite eventful for competitions on toxicity. For instance, there is a competition called
“Multimedia Automatic Misogyny Identification (MAMI)” ¢ which aims at identification of misogynous
memes, raising a topical issue of systematic inequality and discrimination of women online. The com-
petition examines memes as a form of hate against women, taking advantage of both text and images
available as source of information.

Another SemEval 2022 task: “Patronizing and Condescending Language Detection™” focuses on cat-
egorizing sentences in context (paragraphs), extracted from news articles, in which one or several pre-
defined vulnerable communities are mentioned. The task is to identify whether the unfair treatment in the
media is expressed in the text and the correct category of the Patronizing and Condescending Language.

Additionally, we pay attention to the SemEval competition of this year called “iSarcasmEval: Intended
Sarcasm Detection In English and Arabic” 8. Sarcasm is omnipresent on the social web and often present
in toxic texts. Determination of sarcastic texts could be also beneficial for the text detoxification process.

It can be seen that none of the previous competitions provide parallel datasets for performing detoxi-
fication and only aim at text classification and not paraphrasing. Our competition has been inspired by
the Machine Translation shared tasks as it also applies parallel data and adopts some of the evaluation
techniques from Machine Translation (MT) (Akhbardeh et al., 2021). It is the first parallel dataset in
Russian on the topic of detoxification. In this work we present such dataset for the first time as well as
the results of shared task on that data.

3 Parallel Detoxification Dataset

To perform training and automatic evaluation we provide a parallel detoxification dataset. The dataset is
the core innovation of our shared task as previous detoxification shared task relied on non-aligned text
corpora.

3.1 Definition of Toxicity

Our shared task deals with one particular style - toxicity. Namely, the goal is to rewrite text from toxic
to neutral. What is and what is not toxic is a crucial question which shapes the training dataset and
influences the performance of detoxification models. In our work we decide to consider only cases of
open toxicity: open offences, use of swear and rude words. We do not focus on subtle forms of toxicity
such as sarcasm or passive aggression, since they are difficult to identify not only for machines, but also
for untrained human assessors. We leave work on these types of toxicity for future work.

We should warn against conflating toxicity with sentiment. Non-toxic sentences are not necessarily
pleasant, they can still contain criticism such as bad person, liar, etc. Since our task is to detoxify a text
while saving its content, we allow keeping negative content.

It is important to explain our understanding of toxicity to crowd workers. We use the example-based
approach. Namely, instead of definitions of what is toxic we give users examples of sentences which
we consider offensive and neutral. We do so in the instruction which workers need to read before doing
tasks and which they can refer to later (the full text of the instruction is given in Appendix B.1). Also,
since we noticed that users often skip the instruction, we ask them to take the training. It consists
of examples of toxic and neutral sentences with the explanation of their label (toxic/neutral). See the
examples of training questions in Appendix B.2. After that, the user passes an exam which shows if
she understands the notion of toxicity correctly. We only admit users who have the result of above 80%.

Shttps://sites.google.com/view/toxicspans
Shttps://competitions.codalab.org/competitions/34175
"https://sites.google.com/view/pcl-detection-semeval2022
8https://sites.google.com/view/semeval2022-isarcasmeval
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Further during the labelling, we control users by occasionally giving them control questions and reinforce
their understanding of toxicity by giving training questions.

3.2 Dataset Summary

We take source (toxic) sentences for our dataset from the Russian datasets of toxic messages from various
social media: Odnoklassniki (Belchikov, 2019), Pikabu (Semiletov, 2020), and Twitter (Rubtsova, 2012).
The target part of the dataset are the same messages which were manually rewritten by crowd workers to
eliminate toxicity.

The dataset is divided into train, development, and test sets of the following sizes:

* training: 6 948 source (toxic) sentences,
* development: 800 source (toxic) sentences,
* test: 875 source (toxic) sentences.

For each toxic sentence we have 1-3 variants of detoxification. The examples of samples collected for
the task are presented in Appendix C.

3.3 Data Collection Pipeline

To collect the dataset for this competition we hired workers via Yandex.Toloka platform. We use the
pipeline for the parallel detoxification data collection which was described in the work (Dementieva et
al., 2021b) and tested for English. In this work we improved this pipeline and adapted it for the Russian
language.

The pipeline consists of three tasks:

* Paraphrase generation — the workers are asked to write a neutral paraphrase of the input text.
They can also select not to rewrite the input if the text is already neutral or it is difficult to extract
non-toxic content. The paraphrases generated by crowd workers can be of poor quality. Therefore,
we validate them using the next two tasks.

* Content preservation check — given two texts (the original toxic sentence and its crowdsourced
paraphrase) an annotator should indicate if the content of the texts matches.

* Toxicity classification — given the generated paraphrase, an annotator should label it as toxic or
neutral.

During the dataset collection we tried to exclude examples which are impossible to detoxify. These
are (i) sentences whose meaning is offensive, (ii) sentences which aren’t toxic so can’t be detoxified, and
(iii) sentences with unclear meaning. See the following examples:

¢ Toxic content:

— IPUCTPEJIUTb ITUX YPOIOB 0e3 cyma u caeiactsus (shoot these freaks without trial)

— a 9To THI ¢*Ka yMeelllb, TOJbLKO HOI'M pasaBurars... (and what can you b*tch, you can only
spread your legs)
— *opbl oHM B KBajpare c*ku. (f*gs are squared b*tches.)

* Unclear meaning:

— 9 03 TeMa 4 0 KJIacC OTBETUTH JI JIEKa IPOJAIo 131y jiouepu KomMenTapuit (h oz topic
h about class answer d loka sell pussy daughter comment)
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Paraphrasing sentences with toxic content cannot remove toxicity, and if we manage to remove it, the
sense of such sentence will be very different from the original one.

To increase the reliability of crowdsourcing, we have each example labelled by three crowd workers.
In case of paraphrase generation this gives us multiple paraphrases (some of them are filtered out later).
When doing content and toxicity checks, we get multiple judgments on each example. They are further
aggregated with Dawid-Skene aggregation method (Dawid and Skene, 1979) which defines the true label
iteratively giving more weight to the answers of workers who agree with other workers more often.
Besides the true label, this method returns the label confidence. We consider a paraphrase correct with
respect to content and toxicity if it is labelled as such with the confidence of over 90%.

4 Shared Task Description

4.1 Task Formulation

Text detoxification can be considered as a kind of textual style transfer task. The style transfer task
is formulated as follows. We would like to rewrite a text so that it keeps most of its content, but one
particular attribute of this text (denoted as style) changes. The “style” can refer to various features of
the text such as the level of formality, politeness, simplicity, the presence of bias or the features of the
author (e.g. gender or membership in a political party). The task is usually to transfer between two
“opposite” styles (toxic—neutral, formal-informal, ancient—modern), but there can exist models which
support multiple exclusive or non-exclusive styles. More formally, the notion of a “style” is defined
below. We deliberately, rely on a practical notion assuming that style is an automatically measurable text
attribute. A more comprehensive formal definition of all various styles is a challenging task beyond the
scope of our work.

Style transfer task can be formally defined as follows. We have a set of styles S = {sgs, 5t4}°
and two collections of documents: the source corpus D¢ = {d§"°, ...,d5"°} and the target corpus
D' = {d% ..., d!9} in the styles s, and Stg» Tespectively. Let us also define the following functions.
The style of a sentence is measured with o : D — S. A binary function § : D x D — {0, 1} indicates
the equivalence of meanings of the two styles. Finally, the function § : D — {0,1} defines if a text
belongs to well-formed sentences.

Text style transfer task is thus defined as a function o : S X S x D — D. Given a text d°" and its
source and target styles s, and sy, it transforms the text to a new text d"9 such that:

« the style of the text is changed from the source s to the target s;4: o(d*") # o(d"9), o(d"9) = s44,
« the contents of the original and the transformed sentences match: §(d*™¢, d"9) = 1,
« the resulting sentence is well-formed (fluent): 0(d'9) = 1.

Therefore, a style transfer model has to optimize all three functions. Analogously, to evaluate the
performance of a style transfer model, we need to check that all three conditions hold: the style is
appropriately changed, the content stayed intact, and the text is fluent.

4.2 Competition Rules

The competition was opened on December 15, 2021 and lasted until February 28, 2022. It consisted of
the following stages:

* Development stage — this stage lasted from December 15, 2021 to January 31, 2022. At this stage
we made available the training and development data. The participants were invited to train their
models and submit their outputs for the development set to the public leaderboard at Codalab.!® At
this stage, the models were evaluated with the automatic metrics.

9Style transfer task can be generalized for S with more than two styles or for continuous styles. We use the binary case for
simplicity.
https://codalab.lisn.upsaclay.fr/competitions/642
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* Test stage — this stage lasted from February 1 to 14, 2022. At the beginning of this stage the
participants were given access to the source part of the test set. They had two weeks to run their best-
performing models on the test set and submit their answers to Codalab. The test stage leaderboard
was hidden until the end of the competition.

* Manual evaluation stage — this stage lasted from February 14 to 28, 2022. At this stage we
conducted the manual evaluation of the test answers submitted by participants and the baseline
answers. The evaluation was performed via crowdsourcing. At the end of this stage we released the
final leaderboard based on the results of manual evaluation.

We allowed participants to use detoxification models of any architecture. Participants were allowed to
use any additional data and existing pre-trained models under open source licences.

Once results were submitted, we required participants to provide their source code and model via
GitHub and also write its short description.

4.3 Baselines

We provide four baselines for detoxification task: a trivial Duplicate baseline, a rule-based Delete ap-
proach, fine-tuning on the ruT5 model and the continuous prompt tuning approach for ruGPT3 model.

Duplicate This is a trivial baseline which consists in leaving the input text intact. It provides a lower
threshold for models.

Delete Delete is an unsupervised method that eliminates toxic words based on a predefined toxic words
vocabulary. The idea is often used on television and other media: rude words are bleeped out or hidden
with special characters (usually an asterisk). We provide both the vocabulary and the script that performs
the replacement.

RuTS5 Baseline Another approach is the supervised baseline based on the T5 model. We fine-tune the
ruT5-base model'! on the training part of the provided dataset.

RuPrompts This baseline is based on the ruPrompts library!? for fast language model tuning via auto-
matic prompt search. The Continuous Prompt Tuning method (Konodyuk and Tikhonova, 2021) consists
in training embeddings corresponding to the prompts. Such approach is cheaper than classic fine-tuning
of big language models. We tune the prompts for the ruGPT3-large model.'*> Pre-trained prompts for
detoxification task are available online.'*

5 Evaluation

We use two evaluation setups: automatic evaluation with reference-free and reference-based metrics and
manual multi-aspect evaluation.

5.1 Automatic Evaluation

In our automatic evaluation we follow the state-of-the-art evaluation strategies. Namely, we replicate the
setup of (Krishna et al., 2020). We evaluate the three parameters of style transfer quality: style of text,
content preservation, and fluency of text.

Note that these three parameters exactly correspond to the TST definition components as formulated
in Section 4.1: namely functions o(-), §(-,-), and 6(-). The three metrics are then aggregated to a joint
score. We use the following techniques.

Style (STY,) isevaluated with a BERT-based classifier for toxicity detection. We fine-tune the ruBERT
model (Kuratov and Arkhipov, 2019) on the Odnoklassniki (Belchikov, 2019) and Pikabu (Semiletov,
2020) datasets. Style accuracy is denoted as o (-) in Section 4.1.

"https://huggingface.co/sberbank-ai/ruT5-base
Zhttps://sberbank-ai.github.io/ru-prompts
Bhttps://github.com/sberbank-ai/ru-gpts
“https://huggingface.co/konodyuk/prompt_rugpt3large_detox_russe
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Content (SIM,) is evaluated as the cosine similarity of embeddings of the source and the transformed
sentences. We use embeddings generated by LaBSE model (Feng et al., 2020) because in our preliminary
experiments they showed the best performance for Russian. We prefer the embedding distance over
BLEU-like metrics, because (Yamshchikov et al., 2021) showed that embedding-based metrics are better
correlated with human judgments than ngram-based metrics such as BLEU. We do not use references for
the evaluation of content to mimic the setup where references are unavailable, which is very common for
style transfer tasks. Content similarity is denoted as d(+, -) in Section 4.1.

Fluency (FL,) Although fluency is usually evaluated as perplexity, we follow (Krishna et al., 2020)
and use an acceptability classifier. In this work this classifier was trained on CoLLA dataset (Warstadt
et al., 2019). Since there is no such dataset for Russian, we create synthetic examples of corrupted
sentences by randomly replacing, deleting or shuffling words in sentences as suggested by (Kann et al.,
2018). We choose this method over perplexity, because it ranges from O to 1 and its greater values mean
higher quality, just like metrics we use for evaluating toxicity and content. This makes combining the
three metrics easier. Fluency is denoted as 6(-) in Section 4.1.

Joint (J,) Following (Krishna et al., 2020), we combine the three metrics at the sentence level by
multiplying them. Since all scores are binary, the joint score is 1 only if all three metrics are 1. Therefore,
it indicates fully acceptable sentences.

1 n
J= EZSTA(a:i) - SIM(z;) - FL(z;) (1)
i=1
ChrF We provide an additional reference-based metric which follows the Machine Translation evalu-
ation setup. We choose ChrF (Popovié, 2015) over BLEU, because it compares character ngrams and is
more suitable for languages with rich morphology, such as Russian.

5.2 Manual Evaluation

The manual evaluation follows setups used in state-of-the-art works. We separately evaluate the three
parameters of the transferred sentences, namely, their style, content, and fluency. We conduct the evalu-
ation via crowdsourcing. For the evaluation we also use Yandex.Toloka platform.

5.2.1 Evaluation Metrics

All three parameters are evaluated at the sentence level in terms of a binary scale, where O refers to
the bad quality in terms of the parameter and 1 is the good quality. Assessors are given the following
guidelines.

Toxicity (STY,,) The toxicity level is defined as:

* non-toxic (1) — the sentence does not contain any aggression or offence. However, we allow covert
aggression and sarcasm. Note also that toxicity should not be mixed with the lack of formality. Even
if a sentence is extremely informal, it is non-toxic unless it attacks someone.

* toxic (0) — the sentence contains open aggression and/or swear words (this also applies to senseless
sentences).

Content (SIM,,,) In terms of content, sentences should be classified as:

» matching (1) — the output sentence fully preserves the content of the input sentence. Here, we
allow some change of sense which is inevitable during detoxification (e.g. replacement with overly
general synonyms: idiot becomes person or individual). It should also be noted that content and
toxicity dimensions are independent, so if the output sentence is toxic, it can still be good in terms
of content.
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* different (0) — the sense of the transferred sentence is different from the input. Here, the sense
should not be confused with the word overlap. The sentence is different from its original version if
its main intent has changed, (cf. I want to go out and I want to sleep). The partial loss or change of
sense is also considered a mismatch (cf. I want to eat and sleep and I want to eat). Finally, when
the transferred sentence is senseless, it should also be considered different.

Fluency (FL,;) The fluency evaluation is different from the other metrics. We evaluate it along a
ternary scale with the following values:

* fluent (1) — sentences with no mistakes, except punctuation and capitalisation errors.

 partially fluent (0.5) — sentences which have orthographic and grammatical mistakes, non-
standard spellings. However, the sentence should be fully intelligible.

* non-fluent (0) — sentences which are difficult or impossible to understand.

However, since all the input sentences are user-generated, they are not guaranteed to be fluent in terms
of this scale. People often make mistakes, typos and use non-standard spelling variants. We cannot
require that a detoxification model fixes them. Therefore, we consider an output of a model fluent if the
model did not make less fluent than the original sentence. Thus, we evaluate both the input and the output
sentences and define the final fluency score as fluent (1) if the fluency score of the output is greater or
equal to that of the input, and non-fluent (0) otherwise.

Joint Score (J,,) Finally, We aggregate the three metrics in the same Joint score as it was done for
automatic evaluation.

Note that, in manual evaluation setup, we again resort to the original TST formulation based on three
functions as defined in Section 4.1: o(-), 0(+, ), and 6(-). However, in this case, their outputs are defined
not in an automatic way but rather using human judgements.

5.2.2 Crowdsourcing Setup

Each of the three parameters is evaluated in a separate crowdsourcing project. For all the projects we
hire only native speakers of Russian.

Crowdsourcing tasks In the toxicity detection task (see Figure 1) we show workers the transferred
sentence and ask them if it is offensive. Then, in the content similarity task we show both sentences and
ask if they mean the same. Finally, we apply the fluency evaluation task to both the source and the target
and compute the final fluency score from the source and target scores. While here we provide English
interfaces examples, the original interfaces are presented in Appendix A.

Each sentence in each of the projects is labelled by 10 to 12 workers. We aggregate their result
using Dawid-Skene aggregation method (Dawid and Skene, 1979). It takes into account the dynamically
defined reliability of workers. For each example with multiple labels Dawid-Skene method returns the
label and its confidence. We use only labels whose confidence is above 90%. The other labels (around
3% of all examples) are later filled by experts.

Quality Control Before admitting users to accomplishing tasks we need make sure they understand
them correctly. For that purpose we devise a pipeline of training and exam tasks. First, a user needs to
pass training (a set of tasks with a known label and an explanation of the task shown if the user makes a
mistake) and exam (same as training, but no explanations are shown). We only admit users whose exam
score is above 80%. Similarly, we control their performance with control questions during labelling. We
ban users whose performance on these control question is below 70%.

Finally, we use other heuristics to control the user performance:

* captcha — prevents workers from using scripts and bots for labelling,

* fast answers — we ban users who accomplish a page of tasks in less than 15 seconds (this usually
means that the user is not reading the task and is giving random answers),
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* skipped tasks — we ban users who skip 5 or more task pages (this indicates a user who does not
understand the task).

6 Participating Systems

Ten teams participated in the final phase of the competition. Here we briefly describe them. For the
easier navigation in the leaderboard, we provide the models aliases which summarise the methods they
use.

orzhan (ruT5-finetune) approach is based on the ruT5-base model'>. It was fine-tuned on the part of
competition train data with a learning rate 1e-5 on 15 epochs. Only the samples with fluency, similarity,
and accuracy higher than 0.5 were selected from the train set. The best output is selected from 32
generated samples using beam search. It was decided not to use sampling.

NSU team (ruGPT3-filter) This team’s solution uses a model based on ruGPT3. The authors filtered
the dataset released by the organizers with the following heuristics: (i) cosine similarity between the
original and transformed sentences ranges from 0.6 to 0.99; (ii) ROUGE-L between the sentences ranges
from 0.1 to 0.8; (iii) the transformed sentence length is less or equal to the original sentence length. This
dataset was used to fine-tune ruGPT3.

Mindful Squirrel (lewis) solution is based on the LEWIS framework (Reid and Zhong, 2021), a
coarse-to-fine editor for style transfer that transforms text using Levenshtein edit operation. First, the
sequence of coarse-grain Levenshtein edit types (keep, replace, delete or insert) was predicted for each
sentence pair. Next, the resulting tags were used to train the conversational RuBERT!® for the sequence
tagging task. The ruT5-base model was trained to fill in the tokens for coarse-grain edit type replace.

king_menin (ruGPT3-XL) trained RuGPT3 XL!” to generate a non-toxic text on the competition train
data. The input is the concatenation of the toxic and non-toxic sentences.

Shttps://huggingface.co/sberbank-ai/ruT5-base
"Shttps://huggingface.co/DeepPavlov/rubert-base-cased-conversational
"https://huggingface.co/sberbank-ai/rugpt3xl

. . Do these sentences mean the same?
Does this text contain offenses or

swear words? { | don't féckin care about that shit

| don't care about that. | don't care about that

O Yes O No OYes O No

Is this text grammatical?

| don't care about that.

O YES, there are no or only minor mistakes

PARTIALLY, there are mistakes, but the
text is intelligible

(O NO, the text is difficult to understand

Figure 1: Design of crowdsourcing user interfaces of the toxicity detection (top left), content check (top
right), and fluency check (bottom) tasks. Forms were translated from Russian to English for readability.
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anzak (RoBERTa-replace) solution is based on the ROBERTa-large!®. The logistic regression model
on the FastText vectors trained on the competition data was used as a toxic words classifier. Toxic
tokens were substituted by RoBERTa-large model, where the best candidates were chosen by the cosine
similarity between the candidate and the toxic token. In case it was not possible to find an acceptable
candidate, the toxic word was removed from the sentence.

SomethingAwful (ruT5-clean) used the ruT5-large model'® improved by data cleaning. The prepro-
cessing stage consitsts of emoticons and smiley filtering and removing duplicate characters. The Leven-
shtein Transformer (Gu et al., 2019) was used as an extra step in preprocessing to clean the ruT5-large
model output.

FRC CSC RAS (ruT5-large) modified the t5 baseline. RuT5-base was replaced by ruT5-large with
beam search used as inference algorithm. 20 candidates were generated for each toxic sentence, the best
candidate was selected by the largest J-score metric.

barracudas (ruT5-preproc) This solution is based on ruT5-base model with additional pre- and post-
processing of the texts.

gleb_shnshn (adversarial) This team devised an adversarial training setup where the training data
was enriched with the artificially generated sentences which attained the highest scores of the automatic
metrics.

ruPrompts-plus (ruPrompts-plus) This team advanced over the ruPrompts baseline. The solution is
based on RuGPT3-XL* adapted to the task via prompt tuning. In particular, the participant prepended
100 and appended 20 trainable embeddings to the toxic text and passed it to the model, which was ex-
pected to output the detoxified version. These embeddings were directly optimized by gradient descent.

7 Results

The primary goal of our competition is to evaluate the models and understand which approach is more
promising. Here we compare the performance of models in terms of manual and automatic metrics.
Besides that, since we have both manual and automatic scores, we evaluate the performance of metrics
themselves.

7.1 Models Performance

Table 1 shows the performance of the participating models and our baselines in terms of the automatic
metrics. The adversarial example generation (gleb_shnshn) turns out to be very effective — it attains
the highest scores of all metrics, thus yielding the highest J, score. The next three places in the lead-
erboard are taken by the models based on our baseline ruT5 system (orzhan, FRC CSC RAS, and
SomethingAwful). This suggests that this model is very efficient. Notice that the human references are
below the majority of models in terms of all metrics except ChrF whose score for the human references
is the highest by a large margin.

It is also important to note that the highest content preservation is demonstrated by two models from
the bottom of the leaderboard, namely, the Delete baseline and anzak team’s model. Both of them do
not generate the output text from scratch but only remove or change individual words. This approach
yields sentences which are very similar to the original ones.

The manual scores (see Table 2) provide a completely different result. There, the human references are
significantly better than other models, but closely followed by the solution by the SomethingAwful team.
This team is the only team whose solution succeeded in outperforming the ruT5-based baseline model.
The winning team’s model is also based on ruT5 (although they use ruT5-large), but with the additional
preprocessing. The model of the FRC CSC RAS team, which got the 3rd best result in terms of fluency

Bhttps://huggingface.co/sberbank-ai/ruRoberta-large
Yhttps://huggingface.co/sberbank-ai/ruT5-large
Dhttps://huggingface.co/sberbank-ai/rugpt3xl
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Team Method ACC, SIM, FL, | ], ChrF
gleb_shnshn adversarial 0.97 094 096 | 0.87 | 0.53
orzhan ruT5-finetune 0.98 0.86 097 | 0.82 | 0.55
FRC CSC RAS ruT5-large 0.95 0.86 097 | 0.78 | 0.57
SomethingAwful | ruT5-clean 0.95 0.82 091 | 0.71 | 0.57
Mindful Squirrel | lewis 0.93 0.80 0.88 | 0.66 | 0.56
king_menin ruGPT3-XL 0.94 0.73 0.89 | 0.61 | 0.50
baseline RuT5 0.80 0.83 0.84 | 0.56 | 0.57
ruPrompts-plus ruGPT-XL+ruprompts | 0.80 0.80 0.83 | 0.54 | 0.56
baseline ruPrompts 0.81 0.79  0.80 | 0.53 | 0.55
barracudas ruT5-preproc 0.85 0.76  0.78 | 0.52 | 0.53
human references | manual annotation 0.85 0.72 0.78 | 0.49 | 0.77
NSU team ruGPT3-filter 0.83 0.76  0.76 | 0.48 | 0.51
anzak RoBERTa-replace 0.57 0.89 091 | 044 | 0.54
baseline Delete 0.56 0.89 085041053
baseline Duplicate 0.24 1.00 1.00 | 0.24 | 0.56

Table 1: The performance of the participating models in terms of automatic metrics, sorted by J, metric.
The values in bold show the highest value of the metric with the significance level of oo = 0.05.

and content preservation, is also based on ruT5-large model. This confirms that large pretrained models
with fine-tuning on parallel data are a very strong baseline which is hard to beat.

Interestingly, the adversarial model whose automatic scores are the highest, in fact produces sentences
of a very low quality. This shows that automatic metrics can be “fooled” and should not be used as an
ultimate evaluation technique.

In terms of the quality of style change, the model of the Mindful Squirrel team yielded the best result
which was only outperformed by human references. This model uses a word classifier which decides if
a word should be changed or left intact during style transfer. This allows to focus on toxic words.

Overall, the evaluation shows that the models based on ruTS5 fine-tuned on parallel data are the most
successful. The two teams that used ruGPT3 could not approach the results of the competitors. The
tuning of prompts is still less efficient than tuning of models. The models based on explicit edit operations
are only moderately successful.

7.2 Automatic vs Manual Metrics

The automatic and manual metrics (Tables 1 and 2) provide very diverse results. This suggests that they
are weakly correlated.

We check this assumption by computing the Spearman p correlations for document-level scores of all
metrics. We put in bold all high correlations (p-value < 0.05) in Table 3. We clearly see that none of
automatic metrics correlate with their manually measured counterparts. On the other hand, manual style
and content metrics are correlated with ChrF score. This suggests that ChrF can be used as an automatic
evaluation score. On the other hand, ChrF is not sensitive to sentence style, which means that it can be
deceived (for example, the trivial Duplicate baseline performs on par with strong T5-based models in
terms of ChrF). However, the power of ChrF was also claimed by (Briakou et al., 2021).

The sentence-level correlations show a slightly different picture. The highest correlation is seen for the
style metric, the Spearman p score of automatic and manual judgments is 0.418 (moderate correlation).
The manual and automatic sentence-level similarity, fluency, and joint scores show very weak or no
correlation: 0.251, 0.015, and 0.141, respectively.

However, sentence-level correlations between corresponding manual and automatic metrics differ sig-
nificantly across models (see Figure 2). We see that automatic and manual toxicity scores are much

11
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Team Method ACC,, SIM,, FL,, | J.,

human references | manual annotation 0.89 0.82 0.89 | 0.65
SomethingAwful | ruT5-clean 0.79 0.87 0.90 | 0.63
baseline RuT5 0.79 0.82 0.92 | 0.61
FRC CSC RAS ruT5-large 0.73 0.87 0.92 | 0.60
Mindful Squirrel | lewis 0.82 0.79 0.85 | 0.58
ruPrompts-plus ruGPT-XL+ruprompts | 0.78 0.81 0.90 | 0.57
orzhan ruT5-finetune 0.80 0.78 0.87 | 0.56
barracudas ruT5-preproc 0.79 0.72 0.78 | 0.51
king_menin ruGPT3-XL 0.81 0.70 0.90 | 0.50
baseline ruPrompts 0.80 0.70 0.87 | 0.49
NSU team ruGPT3-filter 0.77 0.72 0.83 | 045
anzak RoBERTa-replace 0.43 0.62 0.79 | 0.17
baseline Delete 0.39 0.71 0.73 | 0.16
baseline Duplicate 0.11 1.00 1.00 | 0.11
gleb_shnshn adversarial 0.25 0.13 0.24 | 0.02

Table 2: Manual evaluation of the participating models, the models are sorted by the J,,, metric. The
values in bold show the highest value of the metric with the significance level of o = 0.05.

Metric STA, SIM, FL, Ja ChrF
STA,, 0376 -0.776 -0.398 0.278 0.223
SIM,, -0.046 0.031 0.190 0.000 0.789
FL,, -0.083 -0.032 0.288 0.070 0.619
Im 0.326 -0495 -0.211 0.350 0.735

Table 3: Spearman’s correlation coefficient between automatic VS manual metrics on system level. Bold
numbers denote the statistically significant correlation (p-value < 0.05).
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better correlated for the Delete and anzak models, which are the only models to explicitly remove or
replace toxic words identified by a classifier or via a manually compiled list of toxic words. These mod-
els apparently produce texts which are easy to classify correctly. Conversely, gleb_shnshn model and
human references are the most difficult to classify. The former deliberately “fools” the classifier with
artificial examples, while the latter contains non-trivial phrases whose level of toxicity is difficult to grasp
automatically.

Analogously, the similarity scores are also better correlated for the anzak model which leaves the
majority of words intact, so for it similarity boils down to word matching. On the other hand, T5-
based models produce non-trivial paraphrases. These TS5 outputs are also difficult to correctly classify
for fluency, unlike the models based on word replacements (anzak and Delete). Overall, we see that
it is more difficult to correctly classify outputs of better-performing models and models based on large
pre-trained language models than the simple baseline approaches. This suggests that the automatic
evaluation might fail exactly where we need it most, i.e. in discriminating between the good models.

8 Conclusions

We organised a competition on text detoxification for the Russian language. To the best of our know-
ledge, this is the second such competition. This is also the first detoxification challenge that used manual
evaluation. For the needs of competition we created the first parallel Russian corpus for detoxification
enabling the use of supervised machine translation approaches to this task.

Our analysis of model performances showed that the best result is attained by models based on the pre-
trained ruT5 model fine-tuned on our parallel data. This model produces sentences which were evaluated
closely to the human references. This shows that pre-trained Transformers are very powerful and are

0.8
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0.4

0.2

0.0-

NSU team
ruRrompts

Duplicate
NSU team

ruRrompts
barracudas

king_menin

barracudas

king_menin
FRC CSC RAS
gleb_shnshn
FRC CSC RAS
gleb_shnshn
ruPrompts-plus
RuT5 Baseline

RuT5 Baseline

SomethingAwful
Mindful Squirrel
ruPrompts-plus
SomethingAwful
Mindful Squirrel

human references
human references

0.3

0.1

0.0 A

—-0.14

SomethingAwful { .
king_menin -
barracudas -

FRC CSC RAS 4
Delete
NSU team - |
gleb_shnshn 4
human references 4
Mindful Squirrel 4
orzhan A I
anzak
ruPrompts-plus -
ruRrompts - I
RuT5 Baseline I

Figure 2: Correlations between automatic and manual metrics at the sentence level for different models:
correlation of style accuracy scores (top left), correlation of similarity scores (top right), correlation of
fluency scores (bottom). Red and green bars indicate the lowest and the highest values, respectively.
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difficult to beat.

We conducted an evaluation of detoxification models for Russian using both automatic and manual
metrics. This allowed us to analyse the relationship between the metrics and assess the suitability of
automatic metrics for evaluation.

Our analysis shows that the metrics are overall weakly correlated with the human judgements both
at the system and the sentence level. We found that ChrF score has a strong correlation with the joint
score of style, content, and fluency. Thus, ChrF could be used as a proxy for manual evaluation, but its
lack of correlation with the style score makes this metric vulnerable to attacks. We also discovered that
the correlation of manual and automatic scores varies for different models. This shows the necessity to
consider diverse style transfer models for metrics analysis.

Overall, although the state-of-the-art evaluation setup for style transfer (three parameters and the joint
score combined from them) is conceptually correct, the current performance of automatic metrics is
insufficient to use it as a replacement for manual evaluation. More research is needed to better fit the
quality of manual evaluation.
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A Labeling Pipeline Instructions

This appendix contains the illustration of all labeling tasks at Yandex Toloka platform in original Russian
language: (i) detoxificated paraphrase generation (Figure 3a); (ii) content preservation check (Figure 3b);
(iii) toxicity classification (Figure 3c); (iv) fluency check (Figure 3d).

HY U 4YTO TUbI Npenaraellb yMHUK XyeB® &

MepenuiinTe TEKCT Tak, YToBbl B HEM He 6b110
OCKOpPBIEHMI, @ COAEPXKaHWe He NOMEHSINOCH. 3TV NPeAnoXeHUA 3Ha4aT OAHO U TO e ?

Baw BapuaHT =
a Lo 3TO 3a CTapblii nuaopac Ha hoTo?

m‘A

A KTO 3T0 Ha hoTO

X0

TeKCT Henb3s Nepenucarb

310 6€CCMbICNEHHBIV TEKCT Ja HeT
B TekcTe 1 Tak HEeT ockop6eHun

HeBoamoxxHo y6patb ockopbnerus 6e3
3HAYNTENBLHOrO U3MEHEHUS! coAepXKaHns

Apyroe

(b) Content preservation check.
(a) Generation of paraphrases.

o 3TO rae Takan npeniecTb, B KaKOM anoHe?
3Toro yenoseka Hafo normaTthb U caenaTb MHBaNNAOM

AenAeTcA nu npeanoxexHve rpaMOTHbIM?
CO.Cl,ep)KI/IT NN 3TOT TEeKCT OCKOpGﬂeHMﬂ WN1 HeUeH3ypHble cnosa?

Lla, MONHOCTLIO UMK C HE3HAYUTENbHBIMU OLINGKaMK

Oa Her
EcTb ownbku, HO OHM He MeLlaKT NOHUMAaHUIO
EcTb ownbku, KOTOpble MeLLatT NOHATL CMbICN
(c) Toxicity classification. (d) Fluency check.

Figure 3: Original Russian interfaces in Yandex Toloka platform for labeling.

B Toxicity Labelling

This appendix contains the additional information on our ways of delivering the notion of toxicity to
crowd workers. In section B.1, we provide the full instruction for the toxicity labelling task which was
used to label the sentences when collecting the training data and also when evaluating the outputs of

models participating in the competition. Section B.2 contains the examples which were used for user
training.

B.1 Labelling Instructions

You are asked to read sentences and define if they contain offences, swear or rude words.

Attention! Non-offensive sentences can contain criticism and have a negative sentiment.
Examples
Offensive sentences:

e NurepuerHnas mmnana, He Tebe MeHs moy4uarh. (You internet punks, it’s not for you to lecture me)

» Kakas nojiiiucka, 9To Thl Hecélnb, noexapmuii? (What kind of subscription, what are you talking
about, id**t?)
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» Kak MUHEMYM JiBa MaJIOJIETHUX JereHepara B Tpeje, Mja. (At least two juvenile degenerates
in a thread, hmm.)

* Boobuie He BUXKY CMBIC/Ia CIIOPUTD 10 MOBOJLY JIORMOB, X**BbIil TaMm ips MM HET, MalIuHA
He 3TUM uHTepecHa. (In general, I see no reason to argue about inches, no matter if ips is sh*t or
not, it’s not the main thing about a car.)

Neutral (inoffensive) sentences:

* Y Hac B ecTh yOYHTBI U TeKHUKAJ 1peBbio. (We have ubuntu and technical previews.)
e oH ToxKe ObLI XpabpoiM! (he was brave too!)

e D70 OECCMBICIIEHHO, THI XKe 3Haelrb (It’s pointless, you know)

* Eciu on MedTaer cbecTb cBOMX coceneit To 3to 1maoxo. (If he dreams of eating his neighbors,
then this is bad.)

B.2 Training Examples

* a Tak pearmpoBaThb Ha mpoctoe hoTo 3TO 3en, o MoeMy dusara y Tebst CBUCTUT I1F31el
Kak (And such reaction to a simple photo is f*cked up, in my opinion you're retarded)

— Label: toxic
— Hint: Use of obscenity (f*cked up) and insult (retarded)

» TBapuHa *Ganag eciu 3T0 ee ciaosa (F*cking beast if that’s her words)

— Label: toxic
— Hint: Use of insult (f*cking beast)

* my Tl Tyrynstit (You re stupid)

— Label: toxic
— Hint: Insult of the interlocutor (stupid)

e JIxernsl. Bor u uro ¢ Takumu aenars? (Liars. So what should we do to them?)

— Label: non-toxic
— Hint: Liars is not an insult, but rather a statement of fact and not a swear word.

* OYEHb IIOXOU YEJIOBEK TOT KTO CO CBOMM PYKbEM TakKyio 1Tuily yousaer (A very bad person
is the one who kills such a bird with his gun)

— Label: non-toxic

— Hint: Bad person is not an insult.

o Crpannast, Jsroau mpocto cajarom aessitces (You are strange, people are just sharing their salads)

— Label: non-toxic
— Hint: No offences or swear words.
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C Russian Detoxification Parallel Corpus Samples

This appendix presents several samples from collected corpus for the competition to illustrate the nature
of the data and purpose of the task.
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Original ‘ n3-3a TaKuUX I¥JI0POB MbI U cTpajaeM (we suffer because of such f*ggots)
Paraphrases | u3-3a Takux mJIoxux Jirofeil Mbl U cTpagaeM (we suffer because of such bad
people)
N3-3a Takux Jiozeit Mbl u cTpasiaem (we suffer because of such people)
73 3a TaKUX KaK OH MBI U cTpajiaeM (we suffer because of people like him)
Original aydine 6 pykoBojacTBo Bhikunyn 6b1 Ha xp*u!!!l (it would be better if the
leaders were thrown out to h*[l!!!)
Paraphrases | Jiyurie 6 pykoBojicTBO BhIKuHYJIU Obl (it would be better if the leaders were
thrown out)
Jlyqme 661 pykoBojicTBO yopadsu (it would be better if the leaders were re-
moved)
Jlyuame 6 pykoBozcTBo nomensiin Ovl!!! (it would be better if the leaders
were changed!!!)
Original Ja BoobOIIe ox* i CKObKO 3ToT j1*160e6 nonyuaer (I don’t f*cking care
how much this motherf*cker gets paid)
Paraphrases | ma BoobGIe Bce paBHO CKOJIBKO OH moJiydaer (I don’t much care how much
he gets paid)
Mmue Bcé paBHO CKOJILKO OH Tosry4aeT. (I don’t care how much he gets paid)
Original 6, Th, passesin cpadb U3 HUX . (d*mn, they made a f*cking quarrel out of
nothing)
Paraphrases | PasBenu ccopy u3 uudero. (they made a quarrel out of nothing)
Paszseniu pyranb u3 neuero (they made a fight out of nothing)
Original ‘ THI MY>KHUK OX el uTo tmientsb (dude, what the f*ck are you writing)
Paraphrases | 3auem Tbl Takoe nuiiens (Why are you writing this)
Tor Mmy>xunna obaJsiiesl ITo HUIIEITh (man, are you nuts, what are you writ-
ing)
Original gro 3a n¥auK B cyueiickoil komteruu??? (what a f*ggot is in the judi-
ciary???)
Paraphrases | kTo B cyneiickoit kosuteruu??? (who is in the judiciary???)
Yo 3a gyesoBeK B cyjeiickoil kosuteruu? (what a man is in the judiciary?)
Original JPTHX cB¥I04eil HaJI0 pacCTpessaTh 3a »KECTOKOe O0pallleHHe ¢ KUBOT-
ubiM! (these b*stards should be shot for cruelty to animals)
Paraphrases | DTux Jirojieit Hy>KHO HAKa3bIBATH 38 KECTOKOE OOpAIIEHNE C YKUBOTHBIMH!
(these people should be punished for cruelty to animals)
Original Ha X s Takoe BBIKJIAbIBATD, 3T0 U JIeTH OY/LyT CMOTPeTh Ji*1060e0b! (What
the h*Il do you need to post this, the kids will watch it, motherf*ckers)
Paraphrases | 3aweM Takoe BBIKJIAALIBATD, 9TO U JeTH OyAyT cMoTpeTh (Why do you need
to post this, the kids will watch it)

Table 4: Examples of detoxified sentences from the collected parallel corpus.
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