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Abstract

The paper is devoted to the creation of the semantic sketches for English verbs. The pilot corpus consists
of the English-Russian sketch pairs and is aimed to show what kind of contrastive studies the sketches help to
conduct. Special attention is paid to the cross-language differences between the sketches with similar semantics.
Moreover, we discuss the process of building a semantic sketch, and analyse the mistakes that could give insight to
the linguistic nature of sketches.

Keywords: word sketches, semantic sketches, frame semantics, word sense disambiguation, corpus lexico-
graphy

DOI: 10.28995/2075-7182-2022-21-436-446

IImnoTHBI KOpITyc aHTIMIICKAX CEMAaHTHIECKNX CKeTdeit

Mapus Ilerposa Mapus Ilonomapesa
ABBYY BIIS, ABBYY
MockBa, Poccus Mocksa, Poccus
m.petrovalabbyy.com maria.ponomareval@abbyy.com

Anexcanapa UBoiiioBa
PITY, MO®TU, ABBYY
Mocksa, Poccus
aleksandra.ivoilova@abbyy.com

Amnnoramusa

Pa6ora mocssiiieHa co3MaHNI0 CEMaHTUIECKUX CKETYel JJIsl TJIAroJIOB aHTJIMICKOTO s3biKa. [ImmoT-
HBIIl KOPIIYC COCTOUT M3 aHIVIO-PYCCKHUX Iap CKeTdYeil, Ha IpUMepe KOTOPBIX JIEMOHCTPHUPYETCs, KaKue
COTIOCTABUTEJILHBIE MCCJIEIOBAHUSI CKETYH MTO3BOJISTIOT MPOBOANTE. Ocob0e BHUMAHUE YJIE/ISIeTCST MEXKb-
SA3BIKOBBIM PA3JIMYUSIM CKETUYel OHOTO0 CEMAHTHYECKOrO MI0JIs B Pa3HBIX sS3bIKaX. Kpome Toro, B cTaThe
06Cy2KIaeTCsT IPOIECC TTOCTPOEHUsI CKETYA, BO3MOYKHBIE OIUOKU W UX JIMHIBUCTUYIECKAsT TTPUPO/IA.

KroueBsbie c/I0Ba: CKETYH CJIOB, CEMAHTUIECKNE CKETIN, CEMAHTUKa (PPEMOB, pa3peIleHne JeKCh-
YeCKOM MHOTO3HAYHOCTH, KOPITyCHAsI JIEKCUKOTpadust

1 Introduction

In the current paper, we present the pilot corpus of the English semantic sketches and compare the
English sketches with their Russian counterparts. The semantic sketch is a lexicographical portrait of a
verb, which is built on a large dataset of contexts and includes the most frequent dependencies of the verb.
The sketches consist of the semantic roles which, in turn, are filled with the most typical representatives
of the roles.

The influence of context on word recognition has been well-known for quite a time. Semantic context
allows faster word recognition and the inferring of the skipped words while reading. The research in



Petrova M., Ponomareva M., lvoylova A.

this area has been conducted in psycholinguistics since the 1970s, with the earliest works by (Tweedy
et al., 1977) and (Becker, 1980). Here the focus is on visual word recognition while reading and word
recognition by bilingual persons (Assche et al., 2012). Another aspect of the topic is the automatic
inferring of the skipped words by context, widely known as a common NLP task today.

The ability to represent the word by its context is the central idea of distributional semantics. It
serves as a basis for the bag-of-words task, which is a training objective for static vectors like word2vec
(Mikolov et al., 2013) and FastText (Bojanowski et al., 2017). In the approach, the context has a set
length, and the words entering the fixed window are considered equally.

The semantic sketches do not have such disadvantages, as they are based on the result of the semantic
parsing and therefore take into account not all the words occurring in the context, but only the words that
semantically depend on the given core. That is, we take not the linearly nearest tokens, but the tokens
close in the parsing graph, where the type of the links is considered as well.

The BERT (Devlin et al., 2019) contextual embeddings, which followed the static vectors and became
a state-of-the-art solution for meaning representation, also rely on the idea of expressing word semantics
through its context, using the objective of masked language modeling.

One of the main weaknesses of all vector representations is their interpretation and quality evaluation.
The common practice is to consider the vectors as good, if they allow one to get the necessary quality for
the down-stream task.

The advantage of the semantic sketches is in their interpretability and clear creation process. The
sketches can be regarded as human-interpretable representation of word meanings, which one gets auto-
matically with the help of the statistical methods used on the large text datasets.

The semantic sketches were first demonstrated in (Detkova et al., 2020), where we presented the idea
of the semantic sketches itself and analysed the semantic mark-up used for building the sketches. Further,
the pilot corpus of the Russian sketches has been created (Ponomareva et al., 2021). Herein, we have
continued the work and created the pilot corpus of the English semantic sketches. The corpus is bi-
lingual: each English sketch is accompanied by the Russian analogue with the same semantics, so one
can compare the English sketch with the Russian one and analyse the contrastive differences between the
sketches. Thereby, the contribution of the current paper is the creation of the English semantic sketches,
on the one hand, and the creation of the parallel bilingual sketch corpus — on the other.

The structure of the paper is as follows. First, we briefly characterise the semantic sketches themselves.
Second — give a description of the suggested corpus and explain what kind of verbs it contains. After
that, we analyze the mistakes one faces when building the sketches, and focus on the cross-language
differences between the sketches with similar semantics. In conclusion, we summarize the results.

2 Semantic Sketches

The idea to represent word compatibility in the form of the sketch belongs to Adam Kilgarriff (Kilgarriff
et al., 2014) and is currently realized in the Sketch Engine project!. Verbal dependencies are classified
according to their syntactic roles and statistically ranged, which allows one to see all of the most frequent
syntactic dependencies of the verb at the same time.

The problem is that the syntactic sketches do not differentiate between various meanings of the verbs
and combine all possible meanings in one sketch. To overcome this problem, we suggested the semantic
sketches, which take the semantic models into account and classify the dependencies by their semantic
relations with the core instead of their surface realizations (Detkova et al., 2020). For instance, see fig. 1
with the sketch of the verb ‘to focus’ in the meaning ’to concentrate on smth., to pay special attention to
smth.’:

'www.sketchengine.eu
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Theme Object_Situation Object Agent Time ParentheticalSalience
upen issues attention these chapters investors thus far primarily
on development his research the study  investigators  nowadays mainly
on businesses its efforts resources facilities in the future first and foremost
on the activities discussions the review players recently principally
on sectors its activities the programme  the museum  in the past mostly
on education the strategy the paper the school hitherto predominantly
on managing performance our energy the film the division typically above all
on other areas its analysis the media our institutions  henceforth most of all

Figure 1: The sketch for the verb ‘to focus:TO_FOCUS’

Such sketches are built for each meaning separately, however, it demands a significant text corpus with
full semantic mark-up. The authors settled on the Compreno mark-up built by the Compreno parser,
which includes not only actant dependencies, but all possible links.

In the Compreno model, all words are presented in the form of a thesaurus-like semantic hierarchy,
which consists of the semantic classes (semantic fields), and a set of the semantic roles for the classes (for
detail, see (Anisimovich et al., 2012), (Petrova, 2014)). If a verb has several meanings, it enters several
semantic classes with its own semantic model each. The semantic class is specified for each sketch.

3 English SemSketches Corpus

The SemSketches pilot corpus consists of 100 English sketches which are manually checked. It means
that we have chosen the sketches manually according to their quality. The sketches are built on the corpus
of the English texts comprising different genres, such as technical texts, news, fiction, and containing 14
million syntactic verbal links, that is, links which depend on the verbal cores.

Each English sketch is provided with the parallel Russian sketch from the same semantic class, as
shown in fig. 2 and 3:

Object_CreationDestruction Locative Time Concurrent_Situative Locative_QOrientation Time_Situation
a bomb in a bus prematurely wounding palestinians midway when overheated
a grenade in flames overnight killing four people south of the capital during prayers
acar onatrain  at dawn saturday injuring two passer-bys outside general santos before dawn
the battery on the island instantly causing no injuries north of the city in fire
pieces in the capital on monday night blowing out windows down the ramps on impact
the rocket in a dustbin  on christmas eve toppling a building inside the city during the party
a particle in mid air early on monday targeting a gendarmerie vehicle below the bilge keel upon contact

artillery shells on the west bank  shortly after takeoff damaging a carriage higher

Figure 2: The sketch for the verb ‘to explode:TO_BLOW_UP’
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Object_CreationDestruction Time Locative Modality OrderinTimeAndSpace Agent

Bomba BOT-BOT Ha MUHE rak ByaTo B KOHLE KOHLOE  TeppopucTel

MOCTEI A0 aerycTa Ha NONMIoHe  HEeOXMOAHHO HakoHel| waxug,

MuHa B MoGoR MoMeHT B METpo CNOBHO ONATE Tanubel

CHapAg B MIHOBEHBE B BO3AYXE BAPYT aatem canepel

rpaHaTa BpeMA OT BPEMEHW B HellTpankHbIX Bogax BHE3anHo noToM  NapTUaaHkl

camoneT B nwbyl cekyHay B aeTobyce  HenpemeHHo cHauana YeueHLkl

Aoma MIHOBEHHD B ronoee KaK BHOBE  DOMbLISBMKM

xpam 3UMOIA B Hebe Kkak Bl CHOBa aMEpPHKaHLs!

Figure 3: The sketch for the verb ‘Bzopsars’:TO_BLOW_UP’

For 100 English sketches, 84 Russian sketches are used: it means that some Russian sketches corres-
pond to more than one English sketch. Totally, the corpus includes 113 English-Russian sketch pairs.

The choice of the English verbs is based on the Russian corpus which was built in (Ponomareva et
al., 2021). The Russian corpus, in turn, includes only polysemantic verbs as an important point is to
investigate how good the sketches can differentiate between various meanings of the verbs.

To form the English sample, we have taken the verbs from the same semantic classes and set the
threshold of 200 semantic links for each English verb: it means, the verb must have at least 200 links
in the English texts corpus. (For comparison, the threshold for Russian verbs was 2000 links, but the
Russian sketches were collected on the bigger dataset which includes more than 36 million links.)

After it, 100 English sketches were chosen, which met the above mentioned criteria and seemed to be
enough representative to show the ability of the sketches to deal with polysemy, word sense disambig-
uation (WSD) problem, and asymmetrical compatibility of the verbs with similar semantics in different
languages. Of course, the pilot corpus of 100 sketches is not enough for conducting representative con-
trastive research, however, certain observations seem to be of interest for comparative studies even on
the small sample, as it is demonstrated below.

4 What the mistakes in the sketches demonstrate

The sketches are based on (1) the semantic relations the verb has in the text collection; (2) the work of
the parser which classifies the relations according to their semantic roles and defines the meanings of the
verbs. Therefore, the view of the sketch depends on the number of links the verb has in the corpus, and
on the correctness of the parser’s work. Herein the following mistakes are possible, which concern the
automatic generation of the sketches.

4.1 ‘Empty’ sketches

The insufficient number of links leads to partly ‘empty’ sketches, where the semantic roles contain very
few fillers, up to only one. So when the semantic role column is partly empty, it can mean that the
number of the role’s links in the corpus turned out to be poor (for instance, see the [Cause_Actant] slot
in the sketch for ‘inflict’ on fig. 4]). As the number of texts grows, this problem occurs rarer.

Another reason for the lack of fillers comes from the narrowness of the semantic role filling. That is,
slots like [Object] or [Cause] have rather wide filling, while [Locative] and [Time] are more restricted in
this respect. In turn, the Compreno parser has a large set of characteristic slots (for size, colour, speed,
modality, and so on), so some slots possess rather narrow semantics and include a small set of fillers (like
the [StaffOfPossessors] slot in the same sketch on fig. 4).
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Object_Situation Cause_Actant Experiencer Agent Object StaffOfPossessors
injury self on detainees hijackers casualties self
pain by the iceberg on the exchequer by the spouse the hall
harm poor acting on the attackers by a mob  a stinging rebuke
damage by the war on both combatants by an attacker bruises
casualties  methamphetamine on juveniles  the opposition wounds
suffering by a club on its inhabitants  the responden dreams
defeat on the survivors by the army any injuries
hardship on the environment by others losses

Figure 4: The sketch for the verb ‘to inflict: TO_BRING_STATE_TO_SMB’

Moreover, there are verbs with narrow compatibility, such as lexical functions. For instance, see the
[Object] slot in the sketch of ‘urpars:TO_COMMIT’ (fig. 13).
In sketches like these, empty lines in the semantic slots are correct.

4.2 Incorrect semantic roles or incorrect fillers

Other errors concern either the incorrect choice of the semantic slot for the given verb meaning, or the
wrong fillers of the slot. As one of the key points is to examine how well the sketches solve the WSD
problem, this type of mistakes is important for us.

An illustration for the incorrect semantic slot is the Russian sketch for ‘mocras-
saars: TO_BRING_STATE_TO_SMB’  (fig. 5), parallel for the above shown ‘in-
flict: TO_BRING_STATE_TO_SMB?’. It contains the [Locative_FinalPoint] slot, which must definitely
belong to another meaning of the verb — ‘bring to some place’.

Object_Situation Experiencer Cause_Actant Time Modality Locative_FinalPoint
YA0EONBCTEME OKPYHaKILLAM UTEHME HEMEANEHHO AEHO B OTAENEHWE
HacnasaeHue XO3AUHY paboTa MUHYTE noxoxe BO ABOpe

panocTe poguTenam nporynka 3a yac BPAS Nk Ha 3TaK

MHOr0 XNonoT yapo npouecc CErogHAa BUOMMO e BonsHuLy
HeynobcTEa YMTaTenH NUCBMO HOUM BEPOATHO cioaa
YAOENETBOPEHUE 3pUTENAM YAOBONLCTEME CKOpO AefcTBUTENLHO AOMON
HENpPMATHOCTH sparam obujeHre  BCH MM3HbL KOHEYHD B ropog
maccy HeygobcTe urpa [0 CuX Nop MOXET BbITh Ha mecTo

Figure 5: The sketch for the verb ’ qocransars: TO_BRING_STATE_TO_SMB’

Examples of the wrong fillers have already been shown in (Ponomareva et al., 2021). The reasons are
usually bound either with the statistics, or with the work of the parser. At the analysis stage, all possible
hypotheses are built for the sentence — with all possible homonyms that can fit. The final structure turns
out to be the one with the highest scores. In some cases, hypotheses with more frequent homonyms win
due to their higher frequency, in spite of the fact that the whole structure with the wrong homonym gets
lower evaluations.

As the text collections for building the sketches grow, the statistics of the proper analysis improves,
therefore, we expect that most part of the errors will be corrected with enlarging the corpora. Neverthe-
less, in case of the improper work of the parser, the opportunity to correct the semantic models that the
parser uses exists as well.
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4.3 The syntactic homonymy

Key difference between the semantic and the syntactic sketches is that in the former 1 surface realisation
can correspond to various semantic roles. For instance, ‘for’-dependency can introduce Time, Purpose,
Distance, Motive and a number of other relations.

Usually, the proper semantic role is chosen according to the semantic model of the given verb in
Compreno — namely, the set of the semantic slots with the necessary surface realisation, the fillers of the
semantic slots, and their status (which marks the role as more or less preferable).

When the model or the statistics give improper results, the semantic role of the dependency can be
defined incorrectly. For instance, see the [Purpose_Goal] slot of the verb ‘throw:TO_THROW?’: the first
line contains the nominal group ‘for 408 yards’, which must evidently belong to the [Locative_Distance]

slot (fig. 6).
Object Locative_FinalPoint Agent Purpose_Goal Time Object_Situation
rocks overboard protesters for 408 yards  after nightfall a no-hitter
stones at police the demonstrators at the issue now and then an interception
a grenade at soldiers assailants not to back off  beforehand a fastball
bombs in the fire a guy for luck tonight a shutout
shoes into jail the attackers for carser rarely a hissy
the ball into the sea youths to remember often changeups
firebombs into prison crowds overnight chew
weight in the air the prisoners later passes

Figure 6: The sketch for the verb ‘to throw:TO_THROW’

Another example is the group ‘for this moment’ in the [Time] slot instead of [Motive] in the sketch of
‘to thank’ (fig. 7). Here, on the contrary, [Motive] is definitely more frequent, but ‘moment’ is a very
typical [Time] filler, therefore, high statistical evaluation of the correlation ‘moment’-[Time] made the
incorrect structure win.

Addressee Motive Agent Addition Time Ch_EvaluationOfHumanTemperAndActivity
the rapporteur for their support  the chairperson again in advance warmly
the senator for his work the authors lastly meanwhile sincerely
the commissioner for his statement the forum likewise  for this moment heartily
the member for his reports the chair inter alia once again
the government for its efforts the party finally to date
participants for his briefing  the conference also ina few minutes
the staff for their contributions the group later
the secretariat for discussions the convener

Figure 7: The sketch for the verb ‘to thank:TO_THANK"’

All the mistakes deal with different aspects of the WSD and homonymy problems. Their number does
not seem significant, nevertheless, their statistical estimation must be made when creating a larger sketch
corpus.

5 Cross-language differences between the sketches with similar semantics

The one-language sketch corpora suggest good lexicographic portraits of the verbs, showing their most
frequent semantic links sorted according to the semantic roles of the dependencies. Moreover, apart from
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purely lexicographic tasks, the sketches allow one to solve various problems bound both with the context
usage of the verbs and with their polysemy.

Another purpose of the sketches deals with contrastive studies. Parallel sketches from different lan-
guages give perfect representation of the correlation between similar verbs, therefore, parallel sketch
corpora would be helpful in this respect.

Evidently, each sketch can correspond to more than one sketch in another language. To get a full set
of all possible counterparts, one should take the necessary sketch in one language and the sketches for
all the semantic equivalents in the same semantic class in another language. After it, one can range the
counterparts according to their affinity with the primary verb. We have not made such full sets in the
pilot corpus, however, adding this option is included in further plans.

At the current stage of the project, the correlations between the English and the Russian sketches do
not include all possible correlations for each verb, so the sketch pairs are just a subset of the possible
variants.

Some pairs look similar: both English and Russian sketches include the same set of semantic roles,
and the semantic roles contain either fillers with close semantics, or just a wide range of fillers with no
special semantic restrictions on them.

At the same time, many sketches demonstrate significant differences between the English and Russian
equivalents. Most of them concern the following situations:

(a) some semantic slot is present in the sketch of one language and is absent — in the corresponding
sketch in another language;

(b) equivalent sketches contain the same sets of the roles in both languages, but the fillers of some role
differ significantly;

(c) the semantic field where the considered verbs belong is structured differently in different languages.
5.1 Different semantic roles in the equivalent sketches from different languages

Frequently, the semantic role sets in the parallel sketches do not coincide completely. It concerns both
the actant roles and the circumstantial ones. The reasons can be different. First, the semantics of one verb
may be wider than the semantics of the other, therefore, the model of the former can include additional
roles which are absent in the model of the latter. Second, the model of both verbs can include the same
sets of roles, however, the frequency of some roles may differ for various verbs, which can be motivated
both by the verb’s semantics and by the representativeness and contents of the corpora for building the
sketches.

An example of the first case is the correlation between the semantic derivates in different languages.
For instance, Russian verb ‘rpsctu’ ‘to shake’ does not attach the initial point dependency in contexts
like (1) and (2), while the English ‘shake’ does:

(1) A sound they couldn’t shake [from their Locative_InitialPoint: heads] — 3Byk, KOTOpBIit UM HUKaK
He y/IaBaJioch BBITPsixHYTh 13 Locative_InitialPoint: rosioBsi];

(2) I saw immediately that my few belongings had been disturbed—collars not refolded, one of my
chemises balled up and pushed into a corner, the tortoiseshell comb shaken [from its Locat-
ive_InitialPoint: handkerchief]. — U cpasy yBumesa, 970 B MOHUX BeIaX KTO-TO PBLICT —
BOPOTHUKH OBLIN CJIOXKEHBI HEAKKYPATHO, OJHA U3 MOUX pyOalllek CKOMKaHa U 3aCyHyTa B
YTOJI, YepenaxoBblii rpebeHb BBITPsXHYT [13 HocoBoro Locative_InitialPoint: miarkal.

In Russian, the semantic derivate ‘BeiTpsixuyTh’ ‘shake out’ is used when the initial point role is
expressed in a sentence. Therefore, the sketches can show that ‘shake’ usually corresponds to the Russian
‘rpsicru’ (which does not mark the ‘direction of shaking’), but can also correspond to ‘BoITpsicTi’
(which denotes the ‘from’ direction) with the dependency of the initial point.

Nevertheless, there can be occasional variations depending on the contents of the corpora, especially
as far as less frequent verbs are considered. The more the corpora are, the more stable are the results.
Thus we permanently enlarge the size of the dataset for building the sketches.
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As an instance of such statistical oscillations, see the sketches for “find:TO_SEEK_FIND” and
“maitTu:TO_SEEK_FIND”. The first five roles coincide, but the sixth one is different — it is [Meta-
phoric_Locative] for the English ‘find’ and [Modality] for the Russian ‘naitti’ (fig. 8, 9):

Object Object_Situation Locative Possessor Time MetaphoricLocative
the body a solution here police recently at the website
a place ways where one so far in chapter
information ajob there scientists  in the winter on pages
a partner employment elsewhere archaeologists often in memaory
a buyer further details at home people 500N in appendix
no evidence the answer in a car the reader  commonly in table
remains something in the river  the researchers today in literature
refuge inspiration in the area the men occasionally in the book

Figure 8: The sketch for the verb ‘to find:TO_SEEK_FIND’

Object Object_Situation Locative Time Possessor Maodality
MecTa paboty 3aech cpazy uuTaTens  ob0A3aTensHO
0BLWMIA AZEIK OTpamEHNE B KapmaHe HOBO nKau EPAAQ NK
CNoEo BbIXOJ, B necy yTpoMm ABTOP  HEMPEMEHHO
uenoeeka OTEET B ropoge HeJaEHo Mama efea nu
EpEMA NpUMEHEHUE Be3fe A0 CHX nop oTeL HaBepHAKa
BhIpaXEHNE CHIE Ha MOMOMKE  WNM NOZOHO nost  BGesowwbouHo
NpMKT OTHNME B wkady cefyac repoi mMoseT BelT
CEOETD YMTATENA cnocob cropo WeHa MOHET

Figure 9: The sketch for the verb ‘maittim:TO_SEEK_FIND’

Both roles — [Metaphoric_Locative] and [Modality] — can be frequently used with both verbs. In this
case, the difference does not seem meaningful.

5.2 Different fillers of the semantic roles

Let us consider some sketches for the descendants of the semantic class “TO_COMMIT”: the English
verbs ‘do’, ‘play’ and the Russian verbs ‘menats’, ‘urpars’. “TO_COMMIT” is a kind of lexical func-
tion, where the verbs have rather narrow compatibility in the [Object] role (place trust/hope vs pay a visit
vs play a joke/trick vs take a look/try/walk/etc., and so on).

As fig. 10, 11, 12 and 13 demonstrate, the compatibility of the verbs ‘do’ and ‘nesars’ is rather wide,
while ‘urpars’ combines with only four Object fillers.
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Ch_Relation_Coincidence Object_Situation Agent Object Time Agent_Metaphoric
30 business the government everything possible before by hand
differently things people something so far the economy
the same the job men whatever in the future the system
otherwise our best a parent exercises in my life life
thus the work everybody a favor now process
unavenly good awoman homework normally management
different research somebody any act  in the past
alike no harm a person the rest in history
Figure 10: The sketch for the verb ‘to do:TO_COMMIT’
Object_Situation Time Agent Object Modality Locative
war Tenepe nHogan BblEOO LI npaexuneHo 30eck
Aeno ceiyac dBTop neno HenpaeunsHO B CTpaHe
BI:IEI-OD B HWIHW BNACTb naysay HEBO3MOMHO Ha MOEM MeCTe
onepauo Torgaa nucaTens 3amedaHve CcoGCTBEHHOD B GOHBHHLLE
yKEon paHbLe oTely npegnodeHde Bpoge el B MUpe
NONsITEY BOEpEMA noaTt CHAMOE HenpeMeHHo Aoma
ABUFEHWE CerogHA HeHWwWHa Aoknag KOHEYHO
CTABKM obBIuHO Epay tunem
Figure 11: The sketch for the verb ‘nenars:TO_COMMIT?
Object_Situation Agent_Metaphoric Agent Addition Sphere Time
arole factors organizations last in the development today
a part the sector society incidentally in promoting  during peacetime
the sport the proteins media besides in the progress in world history
the tournament our role women also in the revolution  over the decade
a function variables the city moreover in diseases hitherto
a trick your feedback the european uniocn as well in addressing the problem in the past
hustle politics your community too where ever since
religion again in relations  during his lifetime

Figure 12: The sketch for the verb ‘to play:TO_COMMIT’

Object_Situation Agent_Metaphoric Time Locative Modality Agent
ponb thakTop B MCTOPUM B rocyaapcree HE COMHEHHO opraHu3aLum
3Ny LWYTKY nuTepatypa B HUIHU B ofwecTee Be3ycnoBHo  WHTENNUreHUMA
3HauYeHHe 0BCTORTENLCTED B AankHedlWem 30ech no-BuauMonMy LepKoBb
ceagsy AeHbMM B nepu1og B KapTHHE BO3MONHO aKTeps!
penuria B 3noxy B MUpe BeccnopHo rocyaapcTeo
ugen  EnocneacTequ BEPORTHO Wy pHanNe!
NOHATHE noguac no Bceil BUANMOCTH Teatp

Figure 13: The sketch for the verb ‘urpars:TO_COMMIT’
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Besides, the four verbs differ in the sets of the semantic roles as well. [Agent], [Object_Situation] and
[Time] are present in all four sketches. [Object] is absent in the sketches of ‘urparn’ and ‘play’ as their
compatibility does not include the corresponding fillers.

‘Do’ and ‘urpars/play’ include [Agent_Metaphoric] slot, while ‘nenars’ does not include it. The
reason seems to be in the semantics of the fillers of the [Object] and [Object_Situation] slots: the most
frequent Object_Class fillers are ‘mmar’ ‘step’, ‘Beioop’ ‘choice’, ‘omeparnus’ ‘operation’, ‘CHUMOK' ‘pic-
ture’ and so on, which are more often combined with active human-like agent rather than inanimate
agents like ‘economy, system, process’ and alike.

As far as the circumstantial dependencies are concerned, both Russian sketches include the semantic
roles of [Modality] and [Locative] while the English ‘do’ includes [Ch_Relation_Coincidence] slot (in
the Compreno model, it characterizes objects or situations according to their similarity) and ‘play’ —
[Addition] and [Sphere]. At first sight, these differences do not seem meaningful, however, it would be
interesting to regard the sketches of the whole semantic class TO_COMMIT to examine how regular
such correlations are.

Another example concerns verbs with wider compatibility, where the restrictions on the Object role are
not purely lexicalized, but concern a wider range of fillers with common semantic features. For instance,
let us take the semantic field “TO_POUR” (something liquid or friable). English and Russian structure
it differently as far as the core verbs’ compatibility is concerned. Namely, the English verb ‘to pour’
attaches objects which are liquid (water, wine), friable (sand, sugar), or consist of many small pieces
(crystals, euros, diced meat, and so on). In Russian, the verb ‘iuTs’ is used with liquid objects only and
the verb ‘cemars’ — only with friable objects and objects consisting of many small pieces. Therefore,
the Object slot fillers differ correspondingly in the sketches (fig. 14).

Object (pour:TO_POUR) Object (nuTe:TO_POURY) Object (ceinate:TO_POUR)
tea cneskl conk
beverage BOAY necos
wine EWHO IBDHO
petrol yaw nenen
sand KMNATOK cHer
salt E00KW Tpyxa
crystals KOHBAKY WITYKATYpKA
million euros CTakaH BoakH MOPOLLOK

Figure 14: The fragment of the sketches for the verbs ‘to pour:TO_POUR’, ‘muts:TO_POUR, and
‘courath: TO_POUR’

Nonetheless, the amount of eight most frequent fillers which is usually shown in the sketches is not
always enough to demonstrate such differences, as the most frequent objects can bear the same semantic
features.

As one can see, the sketches suggest a wide range of comparative data in the field of semantics and
demonstrate the semantical differences between the verbs of the same semantic class both in different
languages and within one language as well.

6 Conclusion

In the given paper, we have presented the pilot corpus of the English semantic sketches.
As the sketches are provided with their semantic parallels in Russian, we have also illustrated what
kind of comparative studies the sketches allow to conduct, especially as far as the differences in the
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semantic roles and their typical fillers are concerned. An important point is the ability of the sketches to
deal with polysemy and to differentiate between various homonyms.

We have also discussed common types of mistakes occurring while building the sketches and specu-
lated about their linguistic and technical nature.

Our further plans are to improve the sketches by obtaining them on a bigger dataset, to enlarge the
sketch corpus and build the sketches for each verb from the dataset, to provide the corpus with some
additional features, such as the opportunity to show more semantic slots and more fillers of the slots
when necessary, and to see the correlations between all the verbs of the same semantic class. After it, the
work on adding other languages to the sketch corpus will be started.

At the same time, we work on the open corpus of the Compreno semantic mark-up which will include
a detailed description of the mark-up principles and the semantic roles used in the mark-up, which will
facilitate the understanding of the roles used in the sketches.

The current corpus is available at github?. Besides, we continue the work on integrating the semantic
sketches in the General Internet-Corpus of Russian (GICR).

We hope the corpus would contribute to different NLP areas, especially to solving the WSD problem.
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