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Abstract

This paper describes a solution for the RUSSE Detoxification competition held as part of the Dialogue 2022
conference. The paper presents experiments based on autoregressive and non-autoregressive models. The following
approaches are described in this paper: 1) Detoxification as a special case of the text style-transfer problem and the
use of modern approaches to solve this task in Russian. 2) Using the Automatic Post-Editing algorithm as a task of
translation from toxic to normative Russian text. The article provides an analysis of the listed models, their results
in detoxification of sentences, as well an analysis of errors and reasons why the models gave such a diverse result.
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Awnnoramnug

B nmanHO# crarhe onmcaHO pelreHHe Il COPEBHOBAHWS 10 AeTokcukaruu npemroxkennit RUSSE
Detoxification, mpoBozasierocsa B pamkax koudepenrun luagor 2022. B pabore npencraBiaeHbl SKCITe-
PUMEHTHI Ha OCHOBE aBTOPEIPECCHOHHBIX M HEABTOPEIPECCHOHBIX MoJesell. B maHHO cTaThe onmmchbiBa-
1oTcsa caenyromue noaxoast: 1) Ilepeonpenesienne 3a1a9n IETOKCUKAIMY KAK IaCTHOTO CJIydast 387490
nepeHoca cruiist Tekcra (style-transfer) u ncrosnbsoBanne coBpeMeHHBIX HOIXO0/I0B JIJIsl PEIIECHNUST IaH-HOM
387109 HA PYCCKOM s3bike. 2) Vcmosb3oBanme aaropurMa aBTOMATHYIECKOTO IIOCT-PEIAKTHPOBAHUS
rekcra (Automatic Post-Editing) B kauecTBe 3a/ja4u 11epeBo/ia U3 TOKCUYIHOTO B HOPMATUBHBINA Py CCKUA
TeKCT. B crarne an aHAIM3 IEPEINCIEHHBIX MOJIEIEl, NX Pe3yJIbTATOB B JeTOKCUKAIINY TPEI0KEHMIA,
a Tak»Ke aHAJIN3 OIIMOOK U IPUIHH, II0 KOTOPBIM MO/IEJH JIAJIA CTOJIb PA3HOOOPA3HBbIil Pe3yJ IbTaT.

Krouessie ciroBa: /letokcukarnus npegnoxennit, [Ipeqobydennbie s3p1k0BbIe MO H, HeaBTope-
IpecCrOHHbIE MOJIesH, PyccKmii s13bIK

1 Introduction

With the widespread development of chats, social networks, and various forums, the need to classify and
filter offensive content has emerged. There is a large class of articles(Wang et al., 2021)(Georgakopoulos
et al., 2018) dealing with identifying and classifying offensive content sentences. But in addition to
categorizing toxic sentences, there may be a requirement to detoxify sentences, i.e. to bring the text into
a neutral, readable form. The task of detoxifying sentences seeks to reduce the offensive of the original
sentence, but at the same time preserve the meaning and message of the text. The text detoxification
problem can be reformulated as a subclass of the text style-transfer problem since the style transfer
problem is a widely discussed and researched area of natural language processing.
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The existing methods of text detoxification and style transfer are mostly made for the English language,
which makes it difficult to transfer to other languages. For this purpose, the RUSSE Detoxification cor-
pus(Dementieva et al., 2022) was developed to solve the detoxification problem in the Russian language.
This paper describes the general problem statement and proposes a detoxification method based on RuT5
and describes in detail experiments with autoregressive (AR) and non-autoregressive models (NAR) for
style transfer. We compare the capabilities of RuTS5 (Raffel et al., 2019) models according to the baseline
models of the competition, and explore different word alignment methods, combining different inference
strategies and text preprocessing. The method was ranked 4th in the Automatic Evaluation and 1st in the
Private Human Evaluation Leaderboard between models. To clarify, first place was awarded to "Human
References", so the model received 2nd place overall. The article itself is organized as follows: Section 2
briefly describes previous research in style transfer; Section 3 describes the data used in the experiments;
Section 4 describes the experiments; in Section 5 we discuss the results and provide an analysis of the
proposed method and the generated the best model capabilities, In Section 6 we discuss the possible
errors in the datasets and models that led to the disagreement of the scores; Section 7 concludes the
article.

Our contribution is as follows:

1. We propose our method to detoxification using Seq2Seq models.

2. We adopt state-of-the-art style transfer models and evaluate them for the Russian language.

3. We publish experiments and our models for future research.!

2 Related works

We can categorize style transfer models into three types. The first type is the editing-based method (Li et
al., 2018) (Shen et al., 2017), which edits the source sentence with several simple operations. The oper-
ations themselves consist of simply removing, replacing, or adding words to a sentence. The operations
are usually trained separately and then constitute a pipeline. These methods are highly explainable and
can be interpreted, but they usually need to locate and replace the stylist words, which hardly applies
to complex tasks that require changes in sentence structures. The second type is sequence-to-sequence
model because the detoxification task is similar to text generation tasks such as machine translation,
summarization, or paraphrase generation. In this case, the model completely translates the text into a
hidden representation of the model, and using a decoder generates new text sequentially, or autoregress-
ive. This approach has shown good results in style transfer (John et al., 2019) and detoxification (Dale
et al., 2021) tasks. But the main problem of such models is to preserve the original context, especially
for long texts, which is a difficult task for seq2seq models. The third type of model (Huang et al., 2021)
(Luo et al., 2019) combines the two previous approaches: on the one side, they create or learn a set of
word alignments, and on the other hand, the sentence is generated end-to-end fashion. In addition, we
adapted the Automatic Post-Editing (APE) method with Levenshtein transformer (Gu et al., 2019) to
detoxification task. The APE consists of two steps: autoregressive(AR) generation using the seq2seq
model and post-editing using an additional non-autoregressive(NAR) model.

3 Data

The organizers of the RUSSE Detoxification shared task has introduced a parallel detoxification dataset.
The source sentences are Russian toxic messages from Odnoklassniki, Pikabu, and Twitter platforms.
The target part of the dataset is the same messages which were manually rewritten by crowd workers to
eliminate toxicity. Some toxic sentences contain multiple (up to 3) variants of detoxification. The dataset
is divided into train, development, and test sets.

Dataset statistics:

e train: 3,539 toxic sentences with 1-3 detoxified versions;

* development: 800 toxic sentences with 1-3 detoxified versions;

* test: 1,474 toxic sentences with 1-3 detoxified versions.

'https://github.com/AlexRey/Denoise0rTranslation
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GYAFC Dataset \

Informal Formal
Even the day after would be okay. Even the following day would be alright.
well all ur missing is a million dollar smile..:) Well, all you are missing is

a smile worth a million dollars.
And T hear ya Fountain...same thing happened to me. | I hear you, Fountain,

something similar happened to me.
altho, i dont really like girls all that much. Although, I do not really like

girls all that much.

RUSSE Detox Dataset ‘

Toxic Neutral

9TO He HAIJVIOCTh. TO IOJJIOCTh! Mep3aBer] MarnaKkoIn 9TO He HAITIOCTb, 3TO HOIJIOCTD
910 TBapu a He yoju < ThumbsDownEmoji> DTO IIOXHE JIEOJIH.

IIOIILJTA, HA X€P CO CBOMM IapaHTOM Jypa OcraBbTe BCeX B MOKOE C TAPAHTOM.
TBI 30CTOBJISIUII MUHSI CTPATATD THI 3aCTABJISIENTH MEHsT CTPAIATE

Figure 1: Examples from datasets

Due to fact that the amount of data is sufficient to train large pre-trained models but completely un-
suitable for training models from scratch, we used an additional dataset (Dale, 2021) of paraphrases in
Russian to train part of NAR models. This dataset contains 1 million sentences from the Russian part of
Leipzig Corpora Collection 2019. Our choice of paraphrase is related to the success of such models in
detoxification (Krishna et al., 2020).

Following (Kim and Rush, 2016), knowledge distillation from an autoregressive model can effectively
simplify the training data distribution, which is essential for NAT-based models to learn good results.
The easiest way of performing distillation is to follow the instructions of training a standard transformer
model on the same data, and then decode the training set to produce a distillation dataset for NAT.

We use a pipeline to clean-up and prepare our datasets:

1. Remove punctuation marks from the text, except for the end of the sentence;

2. Remove emojis from text;

3. Remove unnecessary spaces in the sentence.

4 Experimental setup

The organizers of the competition provided several baselines:

1. BertDelete As a simple baseline this model is based on RuBert(Kuratov and Arkhipov, ) model and
toxic word dataset. Using lemmatized search on text, this algorithm mask-out all toxic words and
then generate it with masked language model.

2. RuTS5 This baseline was simply trained on detoxification dataset with RuT5-base. No additional
prefixes there used.

3. ruPrompts This baseline was trained on RuT5-base with model tuning via automatic prompt
search.

For our experiments, we used NAST(Huang et al., 2021) model that performed best on the GYAFC
(Rao and Tetreault, 2018) dataset. Grammarly’s Yahoo Answers Formality Corpus (GYAFC) is the
largest dataset for any style containing a total of 110K informal / formal sentence pairs in english. Differ-
ences between GYAFC and RUSSE Detox corpuses shown in Table 1. As we can see, both datasets have
similar characteristics: missing or incorrect punctuation, emoji, grammatical errors, and toxic words.

NAST(Huang et al., 2021) is a non-autoregressive generator based on the observation of the word
alignment: in style transfer tasks, most generated words can be aligned with the source words, where
each pair of the aligned words is either identical or highly relevant. Additionally, we redesigned two
non-autoregressive models to handle the detoxification task: LevT and DisCo.
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text | Hlycrpas 6ypasi mucHna npuiraeT gepes JeHHBOro nca

SrC LL[_ ‘V("]'I)}]._ b2 6\_ pad JIM ('I’l_ na Ill)hl_ raeT 4epes JJ(‘I]H_ BOT'O I ca

0 I yerpa_ = Oy  pam  JmM_ cH_ Ia Opbl_ raer  depe3  JIGHH _ BOro I ca

1 I yerpa_ = 6y  pam am_ cH_ Ta Opbl_ raer  4epe3  JIEHH _ BOrO I ca

2 II_  ycrpa_ peit Ge_  poit ao_ ¢ na Opbl_ raer qepes  JIGHHM_  BOoro I_ ca

3 I yerp_  peit 6y poit g ¢ Opbl_ raer gepe3  JIeHH _ BOTO n_ ca ca

1 LI yerp_  peit Oy peii am_ ¢ OpBl_ raer 1o JIEHH _ BBIM n_ cam |pad|
text | Hlycrpas Oypas JHCHIA IPBIFACT 4ePe3 JICHHBOIO 11Ca

src | None

0 T |[mask] = mask| [mask| [mask| [mask] [mask mask| [mask| |[mask] [mask|] |mask] n_ ca
1 I |mask|] = mask| s c mask| [mask mask| [mask| [mask| [mask| [mask] ©n_ ca
2 M |mask| = mask| m_ c mask| [mask mask| [mask] n_ ca , n_ ca
12 |l Typ_ Mo_ Bas am_ cy_ HIKa npube_ raer K He JOB_ KOMY O cY

Figure 2: The difference between NAR paraphrasers with and without src initialization

Disentangled Context (DisCo) transformer(Kasai et al., 2020) is a non-autoregressive sequence-to-
sequence model. But unlike classical NAR architectures, where the model can only predict masked
words, DisCo can predict all tokens simultaneously, which gives faster inference and improved model
quality. It also uses a easy-first algorithm, in which each word is predicted by the words the model is
most confident about. This decoding algorithm allows different contexts to be predicted in each iteration
for all available tokens, allowing the decoding to stop when the model gets a good prediction. In this
work we also use mask-predict algorithm, in which the number of iterations is always specified by some
constant 7.

The Levenshtein Transformer (LevT)(Gu et al., 2019) is a type of transformer that aims to transform
text by sequentially adding, replacing, and deleting words. Hence, LevT is proposed to break the stand-
ardized decoding mechanism and replacing it with two basic operations — insertion and deletion. LevT
is trained using imitation learning. The resulted model contains two policies and they are executed in an
alternate manner. The authors argue that with this model decoding becomes more flexible. For example,
when the decoder is given an empty token, it falls back to a normal sequence generation model. On
the other hand, the decoder acts as a refinement model when the initial state is a low-quality generated
sequence.

These models were initially trained on distilled russian paraphrase data, then fine-tuned on the de-
toxification corpus. In our case, as Teacher model we used for distillation rut5-paraphrase? which was
evaluated on the paraphrase training dataset. A beam-search with size 3 was used as an additional para-
meter.

Because of the iterative generation of NAR models, it is possible to initialize them with any text. In
experiments, we initialize them in three ways: blank — generation without initialization; src — generation
with duplication of input text; RuTS — initialization with text obtained from autoregressive model RuTS5.
Similar methodology is used in LevT to solve APE task.

Evaluation is based on various metrics (Dale et al., 2021): Style accuacy (ACC) is based on pretrained
toxicity classifier. Content preservation (SIM) is evaluated as the similarity of sentence-level embed-
dings of the original and transformed texts computed by the model. Fluency (FL) measured with the
classifier of linguistic acceptability trained on the CoL A dataset. And J which is the multiplication of
sentence-level style accuracy, content preservation, and fluency.

5 Results

For generation in all autoregressive and non-autoregressive models we use beam-search 12, with no limit
on generation length. For non-autoregressive models we use the number of iterations equal to 16. For

*https://huggingface.co/cointegrated/rut5-base-paraphraser
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model Accuracy | Simularity | Fluency | J
RuT5-large 0.9475 0.8191 0.9107 | 0.7094
RuT5-baseline 0.796 0.827 0.837 0.560
RuT5-prompts 0.811 0.793 0.804 0.528
rubert-delete 0.558 0.887 0.852 0.406
NAST 0.8339 0.4983 0.7298 | 0.3074
LevT-blank 0.7327 0.0386 0.4135 | 0.0122
Disco-easy-first 0.1734 0.9321 0.9502 | 0.1435
Disco-mask-predict | 0.3639 0.6685 0.7029 | 0.1707
Table 1: Test result without initialization

model Accuracy | Simularity | Fluency | J
LevT-src 0.8262 0.4969 0.7071 | 0.2938
Disco-easy-first 0.4470 0.6611 0.7489 | 0.2255
Disco-mask-predict | 0.3639 0.6685 0.7029 | 0.1707

Table 2: Test result with source initialization

generation with DisCo we use two different decoding methods: mask-predict and easy-first.

N#ST S~
[ HasblBaeTcA - Bep,mceGﬂ nepeg, J

Beam ceba Kak NpuaypoK nepes,
Kamepoii Ha noTexy Tonne

~,

Bean ceba Kak gebubun nepes

noxanyicra segu ceba Kak byay J [ v
Kamepoit ¢ Apyrumu T1ogbmMu

Kamepom Ha notexy Tonane nepepj Knaccom

DisC

KaMepOM Ha notexy Tonane

[ 70 HasblBaeTcs - Beau cebn nepeg, ]

| cammcrel. Takmx poauTtenei Heobxoanmo
HalT 1 HaKasaTb, O4HO3HaYHO. I

B,UT‘5 T~
// NAST DisCo
A/‘// \\‘
o N
CaAMCTbI. TaKMX poaunTeseil Heobxoammo v CaancToB - Taknx poauTeneit
HalTU M HaKasaTb, OLHO3HAYHO. TOJIbKO TaKMX poauTenei HEeobXo4MMO HATU M HaKa3aTb,
HeobXo4MMO HalTV U HaKkasaTb 6e30WwmnboYHbI. )

Dis&:o

CafUCTbl. TAKUX poauTenei Heobxogumo
HalTU 1 HaKasaTb, OAHO3HAYHO

Figure 3: Visualisation of detoxification

We use HuggingFace Transformers® for RuT5 training and prediction. Each model is trained with
following parameteres: encoder length 256, decoder length 256, batch size 3, 3 epochs, learning rate
5e-05, after each 1000 steps we evaluate our models with beam size 12.For NAR and paraphrase models
training we use modified FairSeq* library.

As a strong baseline, we trained RuT5-large on the cleaned dataset. Table 1 shows the results of model
generation without any additional initialization. The APE model showed the worst result, which is due to

3https://huggingface.co/transformers
*https://github.com/jungokasai/deep-shallow
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model Accuracy | Simularity | Fluency | J

RuT5-on-RuT5 0.9559 0.8043 0.9048 | 0.7007
RuT5-on-RuT5-beaml | 0.9612 0.7979 0.9029 | 0.6982
LevT-mt 0.7881 0.6196 0.6195 | 0.3311
Disco-easy-first 0.9398 0.7645 0.8658 | 0.6314
Disco-mask-predict 0.8320 0.4789 0.3963 | 0.1570

Table 3: Test result with RuT5-large initialization

model Accuracy | Simularity | Fluency | J

Human References 0.888 0.824 0.894 0.653
RuTS5 (our) 0.794 0.872 0.903 0.633
RuTS5 (baseline) 0.791 0.822 0.925 0.606
Ruprompts (baseline) | 0.803 0.703 0.866 0.493
Delete (baseline) 0.387 0.705 0.726 0.162

Table 4: Private test with human evaluation

the fact that the model was originally trained not to generate a sentence from scratch, but only to rewrite
the already prepared text. The best result was shown by the RuT5 model. On the other hand, none of
these methods, even NAST, which showed state-of-the-art results on GYAFC dataset, could even beat
the weakest baseline (bert-delete).

The table 2 shows results for non-autoregressive models with source text initialization. Compared to
the previous table, all models except mask-predict showed a significant increase in quality. Probably,
the reason for the low performance of mask-predict algorithm is connected to the fact, that large value
of iterations for NAR model is set (16 iteration for each text), but this algorithm does not have an early-
stopping mechanism. At the same time, easy-first has such an algorithm, so it gives us better results.

Next table 3 shows results for all of our models, which we initialized using the best results with RuT5-
large. Additionally, we used the same model RuT5 again on the data from RuT5, with beam-search 1
and 12, but did not get any increase in the quality of the answers. The Disco-easy-first model also did
not show any improvement in results. The model refused to complete most of the sentences, considering
them as already good, while those sentences it stopped at we got a worse result than the original one.
The levT model, although it got an additional increase, did not show high results. The Disco with mask-
predict algorithm, like last time, showed a decrease in quality.

Since the automatic metrics (both reference-less classifiers and reference-based metrics) cannot reli-
ably identify the best-performing model, competition organizers also conduct the manual evaluation of
the private test set. Our best model (RuT5-large) was additionally tested with human evaluation. The
result of this evaluation shown on table 4. Our model got first place, losing only to human evaluation.

6 Error Analysis

The first issue that could affect the quality of the models is the lack of data for paraphrasing. Although
the training set has 1 million sentences, the encoder and decoder have the same dictionary, and the
model is trained on the distilled data instead of the original data, the quality of the models indicates a
lack of training. The second problem has to do with the language itself. The Russian language has a
strong morphology, which can ruin the ability to link words to produce toxic-not-toxic pairs. This is the
reason why the NAST model score is so low. The NAST model is very related to the generation of such
pairs(Figure 4). The third problem is related to the dataset: in GYAFC dataset is much easier to extract
individual words, while in RUSSE dataset there are some noisy data, which causes the tokenization
to replace from 5% to 10% of all data with <unk>. As can be seen from the examples presented in
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sre :-d:-d:-d oii busig BoO maer b/1oxaocer;

src tokenized : - d: - d : - d_oit6_ jusm Bo jaer 60 xa
HO ce 1

tgt Qit, Bo maér

tgt tokenized O_ it , Bo gaér

src Dit, curotisii, 90 ocKOpOIIseb cpa3io’

src tokenized Dit . c_ gm0 m_ gt , 4o ockopb g ek ¢ psa_ 300 7

tgt [Tocaymait, novemy cpasy ockopbiisiers 7
tgt tokenized Iloc oy miait |, mouemy cpasy ockop® Js e m_ b 7

Figure 4: BPE tokenization for src and tgt sentences

Appendix A.1 when text is written only in capital letters BPE encoder generates a very large number of
<unk> tokens, which prevents the NAR models from generating any meaningful text.

7 Conclusion

This paper presents our approach to detoxification in Russian language, which got J 0.633 and placed
2nd place (1st without Human References) on the private leaderboard. Our paper shows the effectiveness
of the method. The error analysis also shows that the proposed approaches can perform better with
additional datasets. But there is still the question of why larger models handle the task better. As a simple
answer, let’s try to reformulate the problem: detoxification as the sub-task of denoising. The input to
the model is noisy text: it includes emoji, text with grammatical errors, toxic words, incorrect syntax,
etc. Large models treat toxic words as noisy data, so the bert-delete baseline is relatively successful and
does not generate a toxic word from the masked data again, but rather picks up a more neutral word.
Yet larger models, such as RuT5, do this with all words. In addition, for such large models, there is no
problem with tokenization so texts can be translated into tokenized form fully. This probably explains
the high quality of sentence detoxification with the RuT5 model. In the future, we plan to adopt more
NAR models for the style-transfer task.
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A Appendix

A.1 Generated examples

src B rakoit curyamyuu BuHOBaTH mHapackl u3 Pocresekoma y KOTO-
PBIX JTazke KOIIKa MOYKEeT KYIHUTh (PUIbM C myabTa. Jlebuibr O/1aTh.

t5 B TaKOl CUTyaIlii BUHOBATHI JIIOJN U3 POCTEIEKOMA, ¥ KOTOPBIX
Jlayke KOIIKA MOYKeT KYIUTh (PUJIBM C IyJIbTa.

NAST B TAKOWl CHTYaIlM¥ BUHOBATHI JIFOJM W3 MeIlail y KOTOPBIX JarKe
KOIITKa MOYKET KYIUTh (PUIBM C eI

APE B TaKOil CUTyallnu BUHOBATHI Y KOTOPBIX JIarKe KOIIKA MOXKET K-
UTh (PUJIBM C IyJIbTA.

DisCo (easy-first) B o9roit curyarmmm BWHOBATH TmHAapackl m3 < unk><
unk >Pocrenekoma< unk>< unk>mgaxe moryr kynmurb GUIBM C
yJIbTa

DisCo (mask-predict) B sroit curyanum y KOKOIIKH, €CTh €CTh KOIIKH U3 CTEJEKOMa, y
KOTOPBIX JIaKe €CTh BO3MOXKHOCTH BO3MOYKHOCTH KOIIIKA,

SIce " KaK 3€eMJId TaKUX ypO,ZLOB HOCI/IT?

t5 U KaK 3eMJId UX HOCUT'

NAST 1 KaK 3eMJIs UX HOCUT KakK

APE VYikue 1 Kak 3eMJIsd HOCUT?!

DisCo (easy-first) N kak 3emiist, KOTOpbIE HOCAT TaKUE YPOJIbI?

DisCo (mask-predict) I kak ux mepeHOCHT, , KaK 3eMJIsl UX HOCUT?




Between Denoising and Translation: Experiments in Text Detoxification

src a TJie ThI JeHer CTOJIBKO B3sIJIa,yPOINHA !
t5 a IJie THI JeHer CTOJLKO B34

NAST a TJe Thl JEeHEer CTOJbKO B34J1a

APE VYMMU: a roe THI geHer CTOJILKO B34

DisCo (easy-first)

A 1€ BBI B34dJIM CTOJIBKO JICHET,

DisCo (mask-predict)

Tak rage 2Ke Bbl B34JIM TaK MHOTI'O a I'y , 9TO B3ds1a?

src kozea!!!!!!! emy 6B TAM MOXKUTH. IPOLYMAHO 10 MEJIOUEH,KaK yIPo-
ouTh Joneit 3a 10 »KuU3HU.

t5 eMy ObI TaM IOXKUTh. IMPOJAYMAaHO JIO MeJIovUell , KaK yIPOOUTh JI0-
neit 3a 10 xu3HN.

NAST eMy OBl TaM He He 10 He He KakK He JIIoAel 3a He KIU3HU

APE eMy ObI TaM TOXKHUTD. MPOJAYMAHO IO MEJIO, KaK YIPOOUTD JIoJIeit

3a 10 xusneit

DisCo (easy-first)

kozen<unk><unk><unk><unk><unk><unk>! emy 661 TaMm mO-
KUTh. MPOJAYMAHO 0 Mesio <unk>,Kak yrpobuthb jrwojeit 3a 10
JKU3HU.

DisCo (mask-predict)

Om 6bI OBI TaM JOXKHUTD JI0 MEJILCAMBIX PA3HBIX OJIIOIHENH BILJIOTDH 110
MeJI03a TO, 9TO YTO OBLIO MPOJYMAaHO 0 Mejo<unk>, Kak O0CKOp-
outh Jsroneit 3a 10 jeT jreT 10 KOHIA

src [MPOITYCTUJTA TOAOBIHINHY TTOBEJIBI JINTJI MUKC HA
NKC ®AKTOPE:(((( CKA TOJIBKO 4 TAK MOTI’

th MIPOILYCTUJIA CJIOB HET, OJHU IMOITUN

NAST MIPOIIYCTIJIA TPIM XJied JINTJI BCIO Ha BBIXOJHbBIC s BCIO OMOJIOTUIO
TOJIBKO §T TaK MOT

APE B IEke-: :::: ———— BUJEK <unk>

DisCo (easy-first)

<unk>ITPOIIYYUHBI <unk><unk>EJIb MUKC HA UKC
DOAKTOP<unk><unk><unk><unk><unk><unk>CK
CKAJIBKO 4 TAK MO<unk><unk><unk><unk>

DisCo (mask-predict)

<unk><unk><unk><unk>Her, <unk><unk>s tak mor
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