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Abstract

The paper studies machine reading comprehension model (MRC) (Li et al., 2020) in its application to extracting
nested named entities (nested NER) in the RuNNE-2022 evaluation (Artemova et al., 2022). The model transforms
named entity recognition tasks to a question-answering task. In this paper we compare several approaches to formu-
lating "questions” for the MRC model such as entity type names (keywords), entity type definitions, most frequent
examples for the train set, combinations of definitions and examples. We found that using two most frequent ex-
amples from the training set is comparable in quality of nested NER with gathering qualitative definitions from
different dictionaries, which is much more complicated. In the RuNNE evaluation, the MRC model obtained the
best results among models without any manual work (rules or additional manual annotation of texts).
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Annoramus

B crarse uccnenyercst mogess mammunoro urenust (MRC) (Li et al., 2020) B ee nupuMeneHnu Jjist
M3BJICIEHUS BJIOXKEHHBIX MMEHOBAHHBIX CyImHOCTed B TecrmpoBanmum RuNNE-2022 (Artemova et al.,
2022). Mogesnb npeobpasyeT 3ajaun PaCHO3HABAHUS MMEHOBAHHBIX CYI[HOCTEH B 33J@9M OTBETHI HA
Bopochkl. B nanHoit pabore MBI n3ydaeM HECKOJIBKO II0JIXO/I0B K (DOPMYJIMPOBAHUIO «BOIIPOCOB» LISt
mozesiu MRC. B recrupoBanun RuNNE mozens MRC nokazasa Jiydrive pesysbTaTbl Cpey MOje-
Jieii, IpuMeHsieMbIX 6e3 Kakoii-1160 pyuHOil paboThl (IIpaBUJI MK JOMOJHUTEIBHOM PyYHOMH aHHOTAIINN
TEKCTOB).

KimroueBsie cioBa: Bioxkennbie umenoBanubie cyriHoct, RuUNNE, Mosesnp ManmmHHOro 4TeHus

1 Introduction

Named entity recognition (NER) is one of the known task in natural language processing. Traditionally,
NER task setting and datasets are devoted to extraction of so-called flat named entities, which presumes
that a named entity cannot contain another named entity. For example, only one external ORGANIZA-
TION entity should be extracted in Lomonosov Moscow State University, which leads to the loss of two
internal named entity. During last years, due to the development of neural network models, the task of
extracting nested named entities became much more frequent. Nested named entities allow for enhancing
the coverage of found named entities, which is useful for such tasks as relation extraction, entity linking,
knowledge graph population, etc. Specialized datasets are annotated with 2-6 levels of nestedness (Ring-
land et al., 2019; Plank et al., 2020; Loukachevitch et al., 2021). New NER methods specially devoted
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to extracting nested named entities have been developed and significantly improved the performance in
nested NER tasks (Shibuya and Hovy, 2020; Jue et al., 2020; Yu et al., 2020).

For Russian, two datasets annotated with nested named entity exist. The first dataset, FactRuEval
(Starostin et al., 2016), is quite small for training machine learning models. Recently, new dataset
NEREL (Loukachevitch et al., 2021) with nestedness up to 6 levels has been created. The NEREL
dataset became a basis for organization of RuNNE-2022 evaluation (Artemova et al., 2022), devoted to
recognition of nested named entities and also few-shot setting of nested NER.

In this paper we describe an approach applied to the RuNNE tasks, which is based on machine reading
comprehension model (MRC) (Rajpurkar et al., 2016; Li et al., 2020). The model transforms NER tasks
to question-answering tasks and achieve state-of-the art results on various NER datasets. We compare
several approaches to formulating "questions” for the MRC model such as entity type names (keywords),
entity type definitions, most frequent examples for the train set, combinations of definitions and ex-
amples. We found that using two most frequent examples from the training set is comparable in quality
of nested NER with gathering of qualitative definitions from different dictionaries, which is much more
complicated. In the RuNNE evaluation, the MRC model obtained the best results among models without
any manual work (rules or additional manual annotation of texts).

2 Related Work

Early works regarding nested NER involved mainly hybrid methods that combined rules with supervised
learning algorithms (Shen et al., 2003; Zhang et al., 2004). Another approach to the nested NER task
relies on hand-crafted features (Alex et al., 2007; Muis and Lu, 2018). These methods mostly failed to
take advantage of the dependencies among nested entities.

Later, LSTM-based models were developed to process nested named entities. LSTM-CRF model (Ju
et al., 2018) was already able to capture context representation of input sequences and globally decode
predicted labels for nested entities even of the same entity type. Dynamically stacked multiple layers
recognize outer entities by taking full advantage of information encoded in their corresponding inner
entities. Strakova et al. (Strakové et al., 2019) identify nested named entities by a seq2seq model
exploring combinations of different context-based embeddings (ELMo, BERT, Flair). Sohrab and Miwa
(Sohrab and Miwa, 2018) proposed to concatenate the LSTMs outputs for the start and end positions of
spans and then calculate a score for each span. In Biaffine model, Yu et al. (Yu et al., 2020) demonstrated
that the model provides a global view on the input and performs better results — the model scores pairs
of start and end tokens to form a named entity. Pyramid model (Jue et al., 2020) consists of a stack of
inter-connected layers. Each layer [ predicts whether a [-gram is a complete entity mention. The Second-
best Sequence Learning coupled with Decoding (Second Best) model (Shibuya and Hovy, 2020) uses
the Conditional Random Field output layer. The model treats the tag sequence for nested entities as the
second best path within the span of their parent entity. In addition, the decoding method for inference
extracts entities iteratively from outermost ones to inner ones in an outside-to-inside way.

Machine Reading Comprehension (MRC) (Rajpurkar et al., 2016) treats the nested NER as a question-
answering task (Li et al., 2020), when for each named entity type, a specialized question is created. The
model should find answers to the questions in a sentence, which is equivalent to extracting corresponding
named entities. In (Loukachevitch et al., 2021), several models (Biaffine, MRC, Pyramid) were studied
for extracting nested named entities in Russian. The best results were obtained by the MRC model.

3 Machine Reading Comprehension Model

The MRC model treats the NER task as extracting answer spans to specialised questions, each entity
type is associated with a specific question. The dataset sentences are converted into triples (Question (),
Answer A, Context C). Question @ is either generated or selected supplementary sequence (described
below); the Answer A is the annotated named entity, the subsequence of the given sentence; the Context
C is the given sentence. The MRC model is constructed over the BERT (Devlin et al., 2018) model,
which obtains the following string as an input:

{[CLSL q1,492---, 9m, [SEP]7t17t27 tn}
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where ¢; are words of the question sequence, ¢; are words of the given sentence, [C'LS] and [SEP] are
special tokens of the BERT model. The MRC model should extract a continuous span A in the context
C:

A= {tition 1 <i<i+k<n)

such that A is now a retrieved named entity.

The model backbone is as follows. BERT, given aforementioned input, outputs a context representa-
tion matrix £ € R™*?, where d is the size of last layer dimension of BERT. The query part of output is
dropped.

Next, given matrix F/, model first predicts the probabilities of each word to be start index, to be end
index and then probability of each start-end indices pair to be matched onto one named entity.

In more detail: model first predicts two values, Ps;qr¢ and P4 as follows:

2
Pstart = Softmaxeach'row (E ' Tstart) S R™

Pend = Softmaxeachrow (E : Tend) € RHXQ

where Tiart, Teng € R™*? are the weights learned. Then for fstart and fend sets

Tstare = {7 | argmax(Ps(Zirt

)=1,i=1n}

Iena = {3 | argmaz(P5)) = 1, j = Tn}
where superscripts (7) and (j) denote i-th and j-th row of a matrix respectively binary classification
model is trained to predict value of matching probability:

Pistart:jend - SlngZd(M ’ conca’t(Eistm"t’ Ejend)

where M € R1*24 jg weights learned. Now this value predicts whether each occured span is¢qr¢, Jend in
the context C is a desired answer A, i.e. named entity of given type.
There are different approaches to creating questions. (Li et al., 2020) proposed several of them:

"non

* Position index: question is generated based on the position index of given tag, i.e. "first", "second",
etc. or "one", "two", etc.

* Keyword usage: question is given or generated keyword describing tag, e.g. "profession", "per-
son".

* Rule-based template filling: generates a sequence from given template, e.g. "Find named entities
of type "person" in the given sentence.".

» Wikipedia definition retrieval: question is generated with Wikipedia definition of a given tag, e.g.
"An organization is an entity comprising multiple people, such as an institution or an association.".

* Synonyms: words that have the same or close meaning to the original tag, e.g. for tag "profession”
that would be "occupation", "job", etc.

* Concatenation of keyword and synonyms: question is constructed from both keywords and syn-
onyms, e.g. "profession, occupation, job".

* Annotation guideline notes: the guidelines of labeled entities provided by the dataset builder, e.g.
for location it could be "Find locations in the text including nongeographical locations, mountain

ranges and bodies of water".

The last approach achieves best results in the original work.

4 RuNNE task and data

RuNNE competition (Artemova et al., 2022) sets the few-shot version of the nested named entity recog-
nition task. While most of the entities have considerable number of examples in the training set, several
others occur much less frequently: the amount of such entities is limited in the training set. Dev and test
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Number of mentions
NE type train | test
PROFESSION 4566 | 848
PERSON 4517 | 961
ORGANIZATION 4049 | 675
EVENT 2850 | 683
COUNTRY 2521 | 456
DATE 2268 | 523
CITY 1101 | 239
NUMBER 1026 | 230
ORDINAL 565 107
AGE 554 138
NATIONALITY 394 66
LAW 389 61
FACILITY 371 63
STATE_OR_PROVINCE | 343 112
AWARD 322 119
IDEOLOGY 300 43
LOCATION 270 62
PRODUCT 237 53
CRIME 180 35
MONEY 171 43
TIME 154 47
DISTRICT 98 25
RELIGION 94 24
PERCENT 82 7
LANGUAGE 43 8
DISEASE 32 57
PENALTY 32 17
WORK_OF_ART 30 88
FAMILY 17 14
Total amount 27576 | 5804

Table 1: Number of entities in the RuUNNE training and test sets.

sets both contain the usual (non-limited) amount. Therefore, the main goal of the competition is to create
models capable of retrieving both common and uncommon named entity types.

The dataset of RUNNE evaluation was created from the NEREL dataset (Loukachevitch et al., 2021).
This data was collected from WikiNews texts in Russian language, manually labeled by the annotators
of the NEREL dataset using the brat annotation tool (Stenetorp et al., 2012). After that the initial dataset
was mixed and split into train, dev and test sets. The dataset contains 29 different named entity types,
with maximum nestedness of 6 levels.

For the few-shot task formulation, three classes were chosen and decreased in the amount for the
training set, namely disease, work_of_art and penalty. Table 1 shows the amount of each labeled entity
type both in the training and test sets.

As a result, we can see that the classes are not balanced, and there are no more than 32 mentions of
the aforementioned entity types in the training set. Moreover, other types have similar amount of the
mentions, e.g. language has 43 mentions, while family has even less - 17.

For evaluation on the RuNNE dataset, the macro-average precision, recall and F1 both for only new
(few-shot NER task) and all (general NER task) entity types are used.



Machine Reading Comprehension Model in RuNNE Competition

5 Approach and Results

In this work we study what approaches to question generation help the MRC model in few-shot and
general NER tasks .

Though annotation guidelines allows achieving the best results in the original work, they do not al-
ways exist for some dataset. Sometimes it is quite difficult to retrieve or generate such. In our case,
the RuNNE dataset was not provided with annotation guidelines, and thus we cannot employ this ap-
proach. Therefore, aside from previously described approaches, this work proposes few new techniques
for question generation:

* Definition selection. The questions are definitions of entity types, carefully selected from multiple

dictionaries.

* N most frequent examples. The N most frequent examples of entities are obtained from the given
training set and questions are generated. Number NNV is pre-defined from the start.

* N most frequent entity components. Each entity example in the training set is split into single
words and then lemmatized. After that the N most frequent words are retrieved, which then com-
pose the question.

* Concatenation of definitions and most frequent examples.

Examples of dictionary definitions are as follows (translated from Russian): "Age is the period of time
when someone was alive or something existed."; "A city is a place where many people live, with many
houses, shops, businesses, etc."

Question examples of N most frequent examples (here we presume N = 5) are as follows (translated
from Russian): "Date is an entity such as in Monday, in Tuesday, today, in year 2011, in year 2004.".
"Law is an entity such as Constitution, CC (Criminal Code), CC of RF, Yarovaya package, constitution."

Question examples of [N most frequent entity components (N = 5) are as follows (translated from
Russian): "Disease is an entity such as cancer, hurt, heart, heart as adjective, pain". "City is an entity
such as moscow, moskovsky, london, new-york, kyiv."

In this work, we study the results of utilizing following aforementioned approaches to question gener-
ation:

* Keyword usage

* Definition selection

* N most frequent examples, for N = 2,5, 10.

* N most frequent entity components, for N = 2,5, 10.

* Concatenation of definitions and most frequent examples

As baseline we use following models:

* RuBERT (Kuratov and Arkhipov, 2019): Baseline model of the RuUNNE competition.

* 2nd-best-path-RuBERT (Shibuya and Hovy, 2020): treats the tag sequence as the second best path

within in the span of their parent entity based on RuBERT.

We utilize RuBERT (Kuratov and Arkhipov, 2019) as a basis for MRC model. We use the batch
size of 32 and learn the MRC model for 16 epochs on the 8 GPUs over the RuNNE data. We use
AdamW optimizer (Loshchilov and Hutter, 2017), with 31 = 0.9, 82 = 0.98,¢ = 10~%. RuBERT
configuration was set to default values after (Kuratov and Arkhipov, 2019). We use OneCycleLR learning
rate scheduler (Smith and Topin, 2019) with maximum learning rate of 2 * 102, final div factor = 104,
linear anneal strategy. Weight decay was set to 0.01. Other hyperparameters were set to default values.

Table 2 shows experimental results on the RuNNE dataset. We can see that using two most frequent
entity components from the training set is even slightly better than using well-constructed entity defini-
tions. For few-shot setting, the results based on definitions are slightly better, but the extracting frequent
entity components is much simpler than gathering well-written definitions from various dictionaries. The
increase in the number of components leads to a decrease in quality of name extraction. Furthermore, we
can see that using original entity examples and not split ones shows lower results. Though this approach
is even simpler than previous one, it acts poorer. Also combinations of definitions and examples do not

"https://github.com/fulstock/mrc_nested_ner_ru
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improve name recognition in both settings. Moreover, we indicate original results in the RuNNE com-
petition, ours among the others. The resulting score is different due to the randomness of some model’s
parts, which generated different score.

Table 3 shows examples chosen as most frequent ones for each named entity type. Moreover, we
provide the amount of these examples in the test set. As we can see, for the best approach (2 entity
components) this amount is significantly low. Hence we can conclude that the MRC model does not
memorize these components during learning procedure.
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Figure 1: Attention layers inside RuBERT.

In addition, we visualize the attention layers inside RuBERT of the MRC model (Figure 1). The higher
the score, the more semantically similar (in terms of attention) the words are. We see that similarities
between definition and context words can be captured in the attention matrices, therefore model is able
to gain knowledge of the given entity type.

6 Conclusion

In this paper, we studied machine reading comprehension model (MRC) in its application to extract-
ing nested named entities in RUNNE-2022 evaluation. The model was applied in general nested NER
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Model and approach General Task Few-shot Task
Precision | Recall | F1 Precision | Recall | F1
RuBERT-Tagger - - 67.44 | - - 44.66
2nd-best-path-RuBERT 74.83 61.78 | 67.68 | 77.61 09.77 | 17.36
Keyword 78.27 71.92 | 73.79 | 88.09 4522 | 59.02
Definitions 78.76 7244 | 7431 | 80.62 50.77 | 61.21
2 most frequent examples 78.59 72.19 | 74.17 | 84.32 45.03 | 57.98
5 most frequent examples 79.23 71.58 | 73.89 | 84.76 4729 | 58.98
10 most frequent examples 78.13 70.64 | 73.09 | 81.60 45.56 | 56.96
MRC 2 most fr. entity components | 78.65 73.05 | 74.63 | 86.15 49.07 | 60.80
5 most fr. entity components | 78.54 7277 | 74.62 | 83.39 48.35 | 60.30
10 most fr. entity components | 78.04 71.82 | 73.76 | 83.62 47.82 | 59.52
Def. + 2 most frequent ex. 78.37 71.74 | 73.96 | 80.21 49.89 | 60.83
Def. + 5 most frequent ex. 77.83 72.62 | 74.26 | 78.47 48.71 | 58.69
Def. + 10 most frequent ex. 77.60 71.36 | 73.22 | 82.50 45.68 | 57.24
pullenti - - 81.12 | - - 71.03
MSU-RCC (ours) - - 74.93 | - - 60.39
RuNNE " SibNN - - 74.25 | - . 40.37
user:abrosimov_Kirill - - 74.08 | - - 64.41

Table 2: Results (macro-averaged, %), compared with other models of the RuNNE competition.

task and the few-shot setting. The MRC model transforms named entity recognition tasks to question-
answering tasks. We compared several approaches to formulating "questions” for the MRC model such
as entity type names (keywords), entity type definitions, most frequent entity components and most fre-
quent examples for the training set, combinations of definitions and examples. We found that using
two most frequent entity components from the training set is even slightly better than using well con-
structed entity definitions. For few-shot setting, the results based on definitions are slightly better, but
the extracting frequent entity components is much simpler than gathering well-written definitions from
dictionaries.

In the RuNNE evaluation, the MRC model utilizing definitions as questions obtained the best results
among machine learning models used without additional manual annotation of training texts.
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3aKOH, 0, KOHCTUTYIUsI, KOJEKC, YK, CTaThd, ., pd, «, demepaib-
HBINH

eBpoIla, €BPOINENCKHi, 3amajHblii, MOpe, 3allaj], CeBepOKaBKa3-
cKkuii, 6eper, aMmepuka, NOpPJAaH, IOXKHBIHA

JloJiap, MJH, py6Jib, MUJIIXAP, MHJIJIAOH, MJIPJ, CIIa, ThICAYa,
€eBpo, ..

POCCHAHUH, IPa*kKJaHWH, aMePHUKaHeIl, POCCHUICKHu, aMepuKaH-
cKuii, cep6, pycCKmii, KaHaer, cia, adppoaMepuKaHer]

JBa, ThICSI4a, YeTbIpe, OJMH, OKOJIO, TPH, ABOE, LIeCTb, 1, Tpoe
IepBbIi, BTOPO#, TpeTuil, nsAThIH, ii, yerBépTHIil, XVi, v, 1, 2

IpPaBUTEJILCTBO, POCCHUs, COBET, IOJUIMs, IapJaMeHT, IapTHs,
pd, MBI, rocaymMa, KOMUTET

%, nponent, 1, 30, 90, 50, 20, 75, 49, 24

BIAIUMUP, IIyTUH, cepreii, aJeKcaHap, AMUTPU, obaMa, MeaBe-
JleB, BUKTOP, KacTpo, aHapeil

Kas3Hb, wTpad, TIOpbMa, 3aKJIIOUYEHUe, I'0J, CMepTHBIN, 20, Bbe3,
IMOY>KU3HEHHBIN, JE€HEeXKHbIU

MHTEepHeT, TBUTTEp, facebook, cers, Bukunenusi, youtube, coros,
twitter, tumblr, axk-18T1

NPEe3NUEHT, IJjlaBa, MUHHUCTDP, NPEMbEeP-MUHHCTDP, rybGepHaTOp,
poccusi, AUPEKTOP, JAENyTaT, IPeJAcedaTellb, «

MyCyJIbMaHHUH, UCITaMCKHUM, IPABOCIaBHBIN, MyCYyJIbMaHCKUMi, UC-
JlaM, KaTOJIUYEeCKMi, KaTOJNHUK, XPUCTHAHUH, OAITUCTCKUN, LIH-
UTCKUMI

06J1acTh, Kpail, KaTaJOHMSsI, TeXacC, Ye4YHs, KaJUHUHIDaICKUN, ap-
XaHTeJIbCKUM, KPbIM, KaJu(OPHHs, MAaCCadyCeTC

Jac, MHHYTa, I'OJl, BDeMsI, BE4€pOM, HO4Yb, B, yTPOM, OKOJIO, MECT-
HBINR

puM, APyT, CIHCOK, IINHAJEPa, CTaphlii, criacareib, Maanb, mpo-
noBeab, NajeHue, le

20.81
11.82
11.57
20.34
08.43

28.91
07.45

18.18
01.58
00.00
20.00
06.12

25.00
06.02
12.86
22.39
04.48

08.98
47.27
03.13

40.00
02.28

17.65
09.52
07.28
25.00

07.04
08.21
00.00

22.84
23.92
16.12
29.56
09.64

32.37
14.89

18.18
04.73
01.95
20.00
08.16

37.50
17.67
14.29
31.34
23.88

16.02
55.45
06.19

46.67
06.56

2941
20.63
11.32
58.33

08.45
18.66
00.00

2741
30.55
20.66
39.83
15.66

39.82
17.02

18.18
08.41
09.09
20.00
30.61

50.00
34.96
17.14
49.25
28.36

24.22
63.64
09.25

46.67
07.90

29.41
26.98
15.95
58.33

16.20
30.60
00.00

Table 3: Most frequent components of each entity type in the training set (in decreasing order), and their
corresponding amount in the test set.
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