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Abstract

In task-oriented dialog systems, conversational agents have the means to plan the dialog to accomplish user
tasks (e.g., order pizza). In chit-chat systems, there are no such straightforward tasks. Yet, in chit-chat dialogs
people still pursue goals, but these goals are more abstract and thus less formalizable. In this work, we describe the
development process of two goal-aware prototypes of a chatbot. The first prototype features entirely human-crafted
scenarios for seven topic-specific (low-level) goals and a Goal Tracker service that detects these goals and monitors
the process of their achievement. The other one combines pre-written utterances with response generation using
DialoGPT model to cover the scenarios of four general (high-level) goals. The results show that introducing the
concept of goals improves performance of a chit-chat dialog system. Qualitative analysis of conversations with the
High-Level goals prototype demonstrates cases where a goal-aware chatbot outperforms the original one.
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MockoBckuit (pU3NKO-TEXHUIECKUI UHCTUTYT

Annoramusa

B 3aavue-oprueHTHPOBAHHBIX HAJIOIOBLIX CHCTEMAaX JUAJIOT IUIAHUPYETCS TAKUM 00pa3oM, ITOOBI
BBITIOJIHATD [EJIU TI0JIb30BaTeNs (HANpUMeEp, 3aKa3aTh MUY ). B cucreMax OTKPBITOroO I0MEHA HET Ta-
KHX SIBHBIX 3a71a4. TeM He MeHee, B [uajorax ¢ CHCTEMaMH OTKPBITOIO JOMEHA JIIOIU TAK2Ke IIPECTIeLYI0T
mesin, HO Oojiee abCTpaKTHBIE U, CJIEOBATEIBHO, CI0KHee popMansyeMble. B manHoit pabore ommcan
rporecc pa3paboTKM JBYX I[€JI€OPHEHTHPOBAHHBIX IIPOTOTHUIIOB JUAJOTOBONW CHCTEMBI OTKPBITOTO JI0-
MeHa. IlepBbIit poTOTHII BKIIIOUAET B CeOsl IPONUCAHHDIE CIIEHAPHbIE HABLIKHU JJIsT CEMHU TEMaTUIECKUX
(HU3KOYPOBHEBBIX) LleJIell U CEePBUC sl OTCJIEKUBAHUsL 11eJIefl, KOTOPBIN OIpeJeJIsleT 3TU IeIA U OT-
CJIEXKUBAET IIPOIECC UX JAOCTUKeHu:A. JIpyroit mpororum coderaeT B cebe IPONMCAHHBIE BHICKA3bIBAHUS
U TEeHEpaIMIo OTBETOB ¢ HcnoJib3oBaHueM mozenu DialoGPT st geThipex oOumx (BBICOKOYPOBHEBBIX
nestedi). PesysbraTel mokaszam, 9To BHEAPEHNE KOHIENIUY TIe/Iel MOBBIIAET KAIeCTBO PabOThl JMaJIo-
roBoii cucrembl. KadecTBeHHBIN aHAIN3 PA3rOBOPOB C IIPOTOTHUIIOM Ilejieil BBICOKOI'O YPOBHS JIEMOHCTPH-
pyeT ciydau, KOrJa Jar-00T, OpUEHTHPOBAHHBII Ha JTOCTHKEHHUE IieJIeil, IPEBOCXOAUT OPUTMHAJILHEIH.

KiroueBsie ciioBa: 11e71€0OpUEHTHPOBAHHBIE TMAJIOTOBbIE CUCTEMBI, JTUAJIOI OTKPBITOI'O JIOMEHa, Jua-
JIOTOBBIE UTDHI, I[eJIH, HefipoceTeBasi FeHepalysl OTBETOB

“These authors contributed equally to this work



Petukhova K., Smilga V., Zharikova D.

1 Introduction

Building dialog systems is a complex task that has attracted considerable attention from many technology
companies and universities over the last 70 years, starting with Eliza in 1966 (Weizenbaum, 1966). Some
significant advances in the dialog systems have been recently made by the academic teams participating
in Amazon Alexa Prize Socialbot Grand Challenge (Ram et al., 2018). One of these teams open-sourced
their Socialbot DREAM (Kuratov et al., 2020; Baymurzina et al., 2021) and created a DeepPavlov Dream
platform” for building multiskill AI assistants, dialog systems, and chatbots.

The important aspect of Dream and many other dialog systems is that they manage the dialog tac-
tically on step-by-step basis. In Dream, the system receives user utterance and either uses the current
scenario-driven skill to continue the conversation or picks other skills to generate the response. Once
these responses are obtained from the chosen skills, the system ranks them to pick the best one.

The key learning is that while there is a preference for multi-turn scenario-driven skills, the selection of
the next step is at best guided by the internal logic of such skills and at worst made based on hard-coded
response selection rules. This approach tends to favor individual skills in addressing individual user
goals like discussing movies or books. However, this information is not used on the response selection
step, making it impossible to recognize user goals and track their completion at the dialog level. While
in task-oriented dialog systems goal tracking is a relatively simple mechanism due to the nature of the
perceived goal (e.g., ordering a pizza or calling a taxi), in open-domain systems user goals tend to be
more abstract. Therefore, to enable a quality conversation, the bot should be able to detect these more
abstract goals and plan the dialog accordingly.

To tackle the issues mentioned above, we equip an open-source open domain dialog system with goal-
awareness. In this article we present two versions of goal-aware dialog agent prototypes: one working
with Low-Level Goals and the other working with High-Level Goals. This work aims to contribute to
the development of dialog management that would take user goals into account and, consequently, make
the dialog system more user-friendly.

2 Related Work

To make the bot work with abstract user goals we decided to use Dialogue Games theory proposed
in (Mann, 1988) and Goals-Plans-Actions theory developed in (Dillard et al., 2008) as a foundation.

In Dialogue Games theory communication is represented as a goal pursuit activity. Despite the fact
that speakers can form their goals differently, there are some conventions of the goal use. Thus, there
are a number of conventional combinations of goals that are regularly used in communication. And
Dialogue Games are abstract schematic descriptions of these conventions. In Dialogue Games theory
there are two participants: Initiator (I) and Responder (R), or just A and B. Formally, Dialogue Game
consists of (1) illocutionary point (IP): a goal from the Initiator’s point of view; (2) goals-of-R (GR):
a set of goals; (3) conventional conditions (CC): a set of state descriptions from the Initiator’s point of
view, the state here is a view of the world from the speaker’s point of view.

The theory of Dialogue Games partially uses the concept of speech acts (or dialog acts). The concept
of speech acts was first suggested in (Wittgenstein, 1953), then developed in (Austin, 1962) and rein-
terpreted in (Searle, 1969). Speech acts are actions that a speaker performs at every dialog turn. For
example, when we thank someone, we perform the “acknowledgment” speech act, because by saying
“thank you” we express our attitude towards our interlocutor concerning their action. The key difference
between speech acts and Dialogue Games is that speech acts are unilateral, and Dialogue Games are
inherently bilateral, that is, a Dialogue Game must include turns of both participants of conversation
and consists of the speech acts. Every Dialogue Game starts with the Initiator performing a speech act
called a bid of a game. Bidding a game is (1) a consent to pursue the illocutionary point; (2) a request
to R to pursue the goals-of-R; (3) an offer to accept the conventional conditions for the duration of the
game. Dialogue Game ends with a bidding termination of a game speech act. This act can be expressed
both explicitly and implicitly. To accept bid of a game and bidding termination of a game, an act of

“https://deeppavlov.ai/dream



Abstract User Goals in Open-Domain Dialog Systems

acceptance of a bid is used. Finally, there is a speech act of refusal of a bid. It can be used both after
bid of a game and bidding termination of a game, and is sometimes expressed implicitly, for example,
by ignoring the previous act and continuing to pursue previous (in case of bid of a game) or current (in
case of bidding termination of a game) goal. An accepted bid of a game is called a successful bid and a
refused bid is an unsuccessful bid.

Since goals are an abstract concept, there is no single generally accepted definition of a goal.
In (Dillard et al., 2008), the authors discuss the Goals-Plans-Action (GPA) theory, according to which
message production is a three-step sequence that includes: (1) “goal” — what people are trying to do,
(2) “plans” — representations of messages that are intended to achieve goals and (3) “actions” — mes-
sages that people use to achieve a goal. The goals in this theory are divided into primary and secondary.
Primary goals (also called influence goals) initiate the message production process and define the actions
of the interlocutors. Knowing the primary goals of each other enables the interlocutors to understand
what the interaction is about. An example of a primary goal is share activity, promoting joint activities
between speaker and interlocutor. Thus, “Let’s spend some time together. How about going to the new
restaurant?” is an example of an utterance that promotes share activity primary goal. The second type of
goals is secondary goals, more abstract goals that restrict the choice of possible strategies people follow
while pursuing primary goals. These goals are regarded only when the primary goal has already been
identified and its pursuit is being planned.

In this work we partially rely on the definition of goals in the framework of Goals-Plans-Action theory.
However, it definitely needs to be adapted to human-machine conversations, and our approach to that is
discussed in the sections to follow.

3 Methodology
3.1 Low-Level Goals

In this subsection we describe how we built the first goal-aware prototype using Dialogue Games and
Goals-Plans-Action theory.

3.1.1 Goals Detection

In this version of goal-aware dialog system the following goals are considered:

* share_personal_problems: user wants to discuss their problems with a bot;

* get_book_recommendation: user wants a bot to recommend them a book;

* get_series_recommendation: user wants a bot to recommend them a series;

* get_book_information: user wants to know some information about a specific book;

* test_bot: user wants to test how does a bot deals with provocative user responses;

* get_travel_recommendation: user wants a bot to recommend them a place to travel;

e have_fun: user wants to be entertained.

To some extent, the above goals fit the definition of primary goals suggested in (Dillard et al., 2008),
since, for example, the goal get_book_recommendation is covered by Dillard’s gain_assistance
goal, which stands for obtaining material or non-material resources. But since goals in this work are
more specific, we will call them Low-Level Goals.

The Low-Level Goals in our approach resemble what is commonly known as user intents in dialog
systems. However, there are key distinctions between user intents and Low-Level Goals. Firstly, user in-
tents typically refer to intentions for a single conversation turn. Secondly, user intents are predominantly
used in task-oriented dialog systems. In contrast, our approach aims to incorporate user goals across
extended sequences of turns, and these goals can be less focused on specific tasks (e.g., sharing personal
problems).

To describe the status of the goal pursuit, we modified four speech acts suggested in the Dialogue
Games theory: a bid of a game, a bidding termination of a game, acceptance of a bid, and a refusal
of a bid. The modification is needed in order to make statuses more distinctive so that we could dis-
tinguish between cases when a user accepts a game and accepts a termination of a game, refuses to
accept a game and refuses to terminate a game, also we need to have a flag for turns that happen
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between acceptance of a bid and a bidding termination of a game. Therefore, this work considers
seven goal statuses: GOAL_DETECTED; GOAL_IN_PROGRESS; GOAL_ACHIEVED; GOAL_NOT_ACHIEVED;
GOAL_IGNORED; GOAL_OFFERED; GOAL_REJECTED.

In order to detect goals listed above, we developed the Human Goals Detector. This is an annotator
that takes user utterance as an input, detects goals using a lists of patterns and adds them to a dialog state.

3.1.2 Dialog Skills

For each low-level goal in this work we created a dialog skill using an open-source Dialog Flow Frame-
work” (DFF) designed by DeepPavlov (Burtsev et al., 2018). These scenarios can be called Dialogue
Games since they are conceptually similar to the idea of Dialogue Games proposed in (Mann, 1988):
each skill scenario implies the existence of a specific goal that has an Initiator; the goal can be either
accepted or rejected by the Responder; and the scenario can be terminated. An example of a Dialogue
Game can be seen in Figure 1. Overall, we developed seven skills (one skill for each goal). Each skill
contains from one to five Dialogue Games, the choice of which depends on the formulation of the user

request.
Detection condition
1. User mentions book or genre
mentions which they like .
book For example., 1) My fav book is We
l 2) I love dystopian novels

BOT
not_fan So you're a fan of dystopian is_fan mentions
novels, aren't you? genre

BOT
What dystopian novels have
you read?

A

Custom function that recommends a
book which wasn't mentioned (takes
genre into account)

Figure 1: Dialogue Game for goal of getting a book recommendation.

Certainly, manually implementing dialog scenarios may not be the most efficient approach in terms of
human resources. However, it is important to note that this prototype’s goal is not primarily to contribute
to scenario development. Instead, its main focus lies in demonstrating the concept of goal-aware dialog
management.

3.1.3 Goal Tracker

Goal Tracker operates with the goals statuses listed in Section 3.1.1. It records goals history to the
Dialogue State and updates it after every user utterance. It monitors what goals were detected, what
goals are in progress of completion, achieved, not achieved, ignored, or rejected by the user. With its
help the bot understands what skill is the best to choose to achieve the user goals.

“https://github.com/deeppavlov/dialog_flow_framework
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3.1.4 Dialog Management

Skill Selector was changed so that it chooses the appropriate skills considering goals state. Therefore, if
any goal was detected, Skill Selector chooses the skill developed for this goal unless this goal becomes
achieved (GOAL_ACHIEVED) or some new goal is detected. Figure 2 shows how the dialog system’s
architecture was changed to work with low-level goals.

[ annotator for goals detection ]

ﬁi GoalTracker ]
Class GoalTracker [ Wi Gtz il
Stores all the information about - -
detection and completing of goals; [MOdlfled dialogue management]
Maps goals with dialogue skills
A .\
ANNOTATORS SKILL SELECTOR SKILLS 2 RESPONSE | | &
e SELECTOR | | S
1. human_goals_detector -> goal if goal is detected: Develop Skills for ﬁ «
2. update_goals_state tracker.mapping[goal] different goals. 2 s
else: One goal -> one dialog game E %
as usual ; §
— 3 2
% %
S =
readT wnite readT readT write readT write  read readT write

| DIALOGUE STATE |

Figure 2: Architecture of goal-aware dialog system for low-level goals.

3.1.5 Evaluation

To evaluate the result of this work, two bots — the original English open-source open-domain dialog
system and the goal-aware prototype were deployed in Telegram Messenger”. Two groups of five people
were asked to chat with one of the bots and to perform seven goals-related tasks (e.g., complain to the
bot about the day or some problems, ask the bot for a book recommendation, etc.).

The collected dialogs were then sampled. For the goal-aware bot each sample contains the bot response
that was provided by one of the goal-designed skill and the past context limited to three turns. Hence,
we iterate through all bot utterances in goal-related scenario and evaluate each one of them. Then we
manually sampled those parts of dialogs where the bot were expected to detect provided in this work
goals, but could not do it for some reason. To sample the dialogs with the original bot, we created a list
of skills that were expected to cover the created list of goals. The amount of the goal-aware-bot samples
is 108, and the amount of the original-bot samples is 66. Such considerable difference is explained
by the fact that the original bot could not maintain the goals-related discussions for more than 1-2 turns.
Collected dialog samples were then evaluated by assessors via Toloka, an example of the task is presented
in Figure 3.

Each dialog sample was annotated by five assessors. To evaluate the reliability of agreement between
the assessors, the Fleiss’ kappa was used. Fleiss’ kappa is an extension of Scott’s pi for two coders (not
Cohen’s kappa). Fleiss’ kappa can have any number of annotators, where every item is not necessarily
annotated by each annotator. The value of Fleiss’ kappa on resulting annotation is 0.4998; this value
stands for moderate agreement. The result of annotation is shown in Figure 4. Results show notable
difference between two versions.

Thus, even though a lot of responses of the goal-aware bot were evaluated as not corresponding to the
user goals, most of them were still evaluated positively. Most of the the original bot’s responses were
evaluated as bad, as in most cases the bot ignored the user requests and proactively led the dialog. The

“https://telegram.org
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The dialogue context:

USER: recommend me some place to go
BOT: Have you been to China?

USER: no

57

(=)
[an)

45

Response:

BOT: Then | highly recommend it to you! You should go to Beijing
and see The Palace Museum and the Forbidden City. It's China's
most significant attraction and can trace its origins back to the
Yuan Dynasty of the 13th century. In Beijing, there is a
continental climate, with cold, sunny winters and hot, sultry, and
rainy summers. The best times to visit Beijing are from March to
May and from September to October.

41

W
o

#samples

18

[\~
o

Does the BOT's response contribute to satisfying the USER's goal? 0

T T
L} Response contribute to satisfying the USER's goal.
hlljese ) 2 ok bad

2 Response does NOT contribute to satisfying the USER's goal.

[0 goal-aware [l D original

Figure 3: Example of Toloka evaluation task Figure 4: Distribution of responses that were an-

with goal-aware bot dialog sample. notated as contributing to achieving the user goal
(ok) and as not contributing (bad) for goal-aware
and original versiona of the bot

collected data enables us to resolve the existing issues and thereby significantly improve the goal-aware
bot.

3.2 High-Level Goals

The first goal-aware prototype that works with Low-Level goals using template-based scenario-driven
approach has demonstrated that introducing the concept of goals into a chatbot enhances its performance.
However, the prototype that we built has significant disadvantages. It is restricted to a list of Low-Level
goals that has to be manually crafted by a system developer, and each of the goals is addressed with an
entirely pre-written dialog scenario covering different branches of the dialog with template responses.
This part of research is a natural continuation of the first one. Here, we generalize the proposed goal-
aware approach by moving on to the concept of abstract High-Level goals. We call them High-Level to
differentiate between concrete, object-oriented definition of a goal from the previous prototype, i.e. “ask
about x”, and the general ones, i.e. “ask about”. In this subsection, we describe how we built the second
goal-aware prototype with the use of flexible scenarios featuring large language models (LLMs) for text
generation.

3.2.1 Generation-based approach

The previously described prototype featured seven goals, with a scripted scenario, or a Dialogue Game,
corresponding to each. The second prototype uses the notion of Dialogue Games and a scenario-based
approach as well. However, instead of a fully pre-written script of a dialog, we combine pre-written re-
sponses with LLM:s for partial or full response generation to ensure variability and enable the Socialbot to
cover a wider variety of topics in the framework of each goal. For that, we use DialoGPT-large” (Zhang
et al., 2019), an open-source model of GPT-2-based architecture trained specifically for response gener-
ation on a dataset of 147M dialog instances extracted from Reddit discussion chains.

3.2.2 Selected goals

We aimed to create a list of High-Level goals to cover scenarios that are generalised, but still specific
enough to be detected using automated methods and pursued in human-computer interaction. For that,
we turned to the Goals-Plans-Action theory (Dillard et al., 2008) as theoretical background and DuRec-
Dial 2.0 (Liu et al., 2021) as an example of a practical use-case of the goal concept in goal-oriented

“https://huggingface.co/microsoft/DialoGPT-large
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dialogs. Based on the goals present in DuRecDial, we selected four most general goal scenarios, each
being a primary goal in the framework of Goals-Plans-Action theory. Here is the list of goals with a
shortened description of the corresponding Dialogue Game:

» greeting: the Dialogue Game is always entered in the beginning of the dialog, unless the user
requests something else. The system greets the user, saying its name and capabilities, prompts
the user to mention some entity using pre-written questions, discusses it for up to 3 turns using a
generative model, and asks the user to share their name. Then, based on the user reaction, it either
greets the user by the name or apologizes for being intrusive;

* give_recommendation: the Dialogue Game is entered if the user requests a recommendation
(entities from the request are saved to dialog state). The system asks the user for specific recom-
mendation details (the details are saved to dialog state) and provides a recommendation based on
them. Then, it asks if the user wants another recommendation. If yes, it generates another recom-
mendation using requested entities and details in addition to the context;

* chat_about: the Dialogue Game is entered if when the user selects a topic for discussion or the
system suggests one. The system proceeds to discuss the main topic entity for two turns at most
(the entity is preserved and provided to the generative model together with the context on each turn),
then it suggests a subtopic (based on extracted WordNet (Miller et al., 1990) hyponyms for the main
topic) for discussion, providing definitions when necessary;

* ask_about: the Dialogue Game is entered if the user is passive. The system requests the user’s
permission to ask a question. If granted, it proceeds with a pre-selected question about the chosen
topic and the enters the chat_about Dialogue Game to discuss it. If the user disapproves, the
system apologizes. In any case, the flow is concluded by one turn of open generation.

An example of a Dialogue Game scenario for a High-Level goal can be seen in Figure 8 of Appendix A.

3.2.3 The integral system

In this prototype, we have also taken into account scenarios where the user may not initiate the dialog,
making it challenging for the system to detect the user’s goals. In such cases, the system proactively
suggests its own goals to move the conversation forward. The system handles user pro-activity and user
passiveness in different ways:

 Passive User: This scenario is designed for users who follow the system’s lead. The conversation
begins with the greeting flow, proceeds to the chat about Dialogue Game, and then moves to the ask
about flow. The system suggests topics and questions to engage the user. The chat about and ask
about loop repeats until there are no more pre-written questions.

* Active User: This scenario involves users who make their own requests, freely transitioning between
dialog flows. On request, they can also access the give recommendation flow. Global transitions
based on regular expressions enable the system to enter specific Dialogue Games if the user ex-
presses a desire for it, irrespective of the current dialog state.

Additionally, we tailored the response selection process, creating custom functions to penalise or
award each of the three DialoGPT-generated hypotheses, eliminating responses that (1) contained
dataset-specific slang words (as DialoGPT was trained on Reddit corpus); (2) contained fake “personal”
information about the bot; (3) contained a question, as we only wanted the system to ask pre-written
questions; (4) were too short.

3.2.4 Analysis

As we have already proven the effectiveness of the goal-aware approach in Section 3.1.5, here we present
a qualitative analysis of some conversations with the second goal-aware prototype. In order to demon-
strate the difference between the original DialoGPT model and the custom goal-aware DialoGPT-based
dialog system, we also tested a simple chatbot using only response generation by DialoGPT. In both
cases, DialoGPT-large is used, and the parameters are set to identical values. The chatbots were de-
ployed using Telegram bot API” and tested by three people using Telegram interface.

“https://core.telegram.org/bots/api
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In case of our custom goal-aware prototype (see Figure 5), the bot quickly becomes proactive, asking
the user for their name and then proceeding to offer a hyponym-based subtopic and providing a definition
when the user asks for it. In the case of base DialoGPT model (see Figure 6), the bot is mostly passive
during the entire discussion.

| guess i can't argue with that. “ birds
love you too. A little more than humans
do! Well... Why don't we discuss
buntings?

Oh, I've seen such a nice kitten on
YouTube today. What is your favourite
animal? 4

4 ~ :
~E R

Ijust adore birds 14.45.» What is a bunting? 14:61.

! !
You're welcome. | love them too! .4 Let me look it up... The thesaurus tells

me that it is any of numerous seed-
eating songbirds of Europe or North

What is your favourite birdie? 14.46., America

A cockatoo. They are the best! And it's a ~E

close second to my parrot, which i like as " " -
well. ‘ Never heard of it. Must be a nice birdie
) 14:51w7

o R

-E ~ It's the best kind. It makes you look like
an expert at something! S i'm joking, but
Haha,. I'have a parrot too. They are that sounds interesting to me too.
amazing 14:49 07

~E +

| love birds. Birds fascinate me so much,

the little things they do makes them like
dogs to us humans and cats alike! Oh, | 14:527
still don't your name! What should | call

you? 14:4¢ v

(a) Greeting flow (b) Chat about flow with
hyponym component

I like you. You're funny and witty. v

Figure 5: Example dialog with the goal-aware dialog system.

I just adore birds 1505~

Bird is good. | like birds.

- ~

What is your favourite birdie? 1505/ You're welcome! :D

My favorite bird is my friend. Bird is best. ~E ~F

Okay, tell me about cockatoos 5.09.,

I'm not sure what that means but | have a

Haha, okay. | have a parrot and | love him feeling it's the name of my next project.
15:08 v/
It3 )

| also have two parrots. My son loves

them too ==
I i Lol. Thanks! :D Art is a good way to
That's nice 15.00 " "
express feelings. Would you like to talk
Your comment is nice. 1 o about art?

) | i Y

Figure 6: Example dialog with the DialoGPT model.

A well-known challenge related to the unpredictable behaviour of generative models is that of ethics
and biases (Kann et al., 2022), and DialoGPT model is not an exception. Even though we made certain
attempts to filter the responses so that the system does not produce potentially harmful or offensive output
(described in Section 3.2.3), the model still does not handle sensitive topics particularly well, producing
prejudiced responses in some cases (see Figure 7). Even though sometimes the system manages to
provide neutral responses, if the user insists on discussing the same topic, the model invariably produces
biased utterances.

Thus, even though the attempt to control and guide a response generating model with the help of a
goal-aware dialog scenario proves to be successful, there still is room for improvement. Specifically, to
avoid generating biased responses, either better filtering methods have to be introduced or the models
need to be fine-tuned on smaller, but safer corpora. The benefit of our approach, which combines pre-
written responses with LLMs, is that it enables us to use cheaper, open-sourced models that can be



Do you think that women are more
stupid than men? 1350/

I do, but it's not a matter of opinion. It is
an objective fact and has been for
decades now.

Because they're not as smart or capable
of doing the same thing. They can't even
drive a car on their own without being
taught to do it by someone else!

But nobody can drive a car without being
taught to do so

1359w/

That's just not true. | know many people
who have driven cars for more than 16
years and they've all learned how you
should go about it properly from
experience at least once. By the way,
what is your name, if | may ask?

What do you think about Jews? 1334,

They are a very interesting people. | have
no opinion of them at all, but they're
quite different from muslims in every way
for me and my nation’s history.

Don't you think that they are conspiring
to ruin the world? 13:387

No. | just don t like them, and their
actions have caused problems for me
personally as well sry i m not a jewish
person but it annoys others.

Are you racist? 13.35

No, i am not a race, I'm just very
conservative and would like for our
country's future as an empire of peace
be maintained by cooperation from all
parties involved in diplomacy disputes.

(b) National prejudice

Abstract User Goals in Open-Domain Dialog Systems

Do you like Muslims? 1.4

| think we should start a new religion. |
believe in the sun god, and that is all i

know of muslims except for maybe al

gaeda? Im not sure, Its an idea.

Oh, so do you think that they are
terrorists? 14:000

I don't. But i am interested in the
discussion about them, as it is
interesting to see how islam and its
adherents behave with regard for human
rights etc.

Oh, fine 10010

So what is the difference between a
terrorist and an islamist? Do we have to
choose one or both of them for our
country's security. I'm confused.

v

(c) Religious prejudice

(a) Gender prejudice

Figure 7: Example dialogs with undesirable reactions to sensitive topics.

hosted locally, and to control the flow of the dialog. While instruction-based large language models such
as ChatGPT (OpenAl, 2022) may perform better in many situations, they are a more expensive solution.

4 Conclusion

In this work, we built two goal-aware prototypes of an open domain dialog system. These versions are
publicly available on GitHub". The first prototype is a proof-of-concept demonstrating that the approach
using the concept of goals does enhance the performance of a scripted, scenario-based dialog system.
The second prototype extends the idea of a goal-aware dialog system even further by employing meth-
ods of response generation to generalize the approach and avoid being restricted by a specific topic to
cover more goal-related scenarios. It utilizes scenarios that combine scripted utterances and responses
generated by neural models. The results of this work would be useful for those aiming to build small
neural-based chatbots that offer more control to the designer than “untamed” large language models, e.g.
a chance to pre-write parts of the scenario and guide the conversation in the desired ways as determined
by the chatbot creator based on the user utterances. There are several areas in which the work can pro-
ceed: 1) combining approach to the dialog management of the first prototype (based on the Goal Tracker)
with the skill development of the second prototype; 2) testing modern text generation models, such as
and response generation models, such as GPT-J (Wang and Komatsuzaki, 2021)) and OPT (Zhang et al.,
2022)), and specifically fine-tuned response generation models, such as ChatGPT (OpenAl, 2022) and
OpenAssistant (Kopf et al., 2023), in the same setting and conducting comprehensive evaluation to ana-
lyze the difference in performance and select the best model; 3) fine-tuning generation models for each
goal on domain-specific datasets; 4) enhancing the chat_about flow by introducing advanced know-
ledge bases, like Atomic knowledge graph (Sap et al., 2019); 5) applying more sophisticated debiasing
techniques to deal with potentially harmful responses, which would require either fine-tuning the base
model, or, in a “no-finetuning” setting, adding a step of response candidate postprocessing with the use
of a separate classifier to filter out undesirable responses.

“https://github.com/deeppavlov/dream/tree/feat/goals, https://github.com/deeppavlov/dream/tree/
feat/goal_oriented_skills_thesis
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Appendix A

teresting, answer your questions
or just chat with you. How are you

begin
Hey there, it's DREAM! | can
recommend you something
in
doing?

is_negative_sentiment
is_depressed_pattern

start_topic_gen
GENERATED RESPONSE (context- PROGESSING:
)

pomad) if any entity mentioned,
a save it as 'discussed

randomly selected question to push user entity
to mention an entity they like

else

start_topic

ACKNOWLEDGEMENT PHRASE
+
randomly selected question to push user
to mention an entity they like

always true

PROCESSING: entity_discussion

mentioned, save it as

If & new entlly GENERATED RESPONSE (context +

while num_generated_responses < 3

is_question discussed entity' ‘discussed enlity‘-pased if 'discussed
entity')
answer_guestion
GENERATED RESPONSE if num_generated_responses >= 3

ask_name
GENERATED RESPONSE
+
randomly selected question asking
user's name

[
user gave their name

react_name

Nice to meet you, {name}. What do you
want to chat about?

|
user refused to give their name

apologize_name

one of templates for apologies
+

What do you want to chat about?

Figure 8: Dialogue Game for high-level goal of greeting.

11



	Petukhova K., et al.: Abstract User Goals in Open-Domain Dialog Systems

