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Abstract

In this article, we present a method of anaphoric proper names detection in fictional texts using Word2 Vec model
and algorithms of community detection on graphs. This method allows grouping different namings of a single entity
and can be useful as a part of preprocessing texts for further analysis such as building social networks or training
neural models. The method uses large text collection, related to the same domain. The foundation of the method is
training of a Word2Vec model using information on direct characters interactions. This model allows building a social
graph of characters. Than, the Louvain algorithm is used to divide the graph into communities containing different
names of characters related to the same denotation.
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AHHOTAIUA

B a10ii cTathe MBI NpeacTaBiIsgeM METOJl OIpe/esIeHUs UMEHOBAaHUN TepOeB XyN0XKECTBEHHBIX NIPOU3BEICHUH,
OTHOCSILUXCS K OAHOMY JICHOTATY, HCTIONIB3YOINHA Mozienb Word2Vec u anroputMsl BbLIEIEHHS COOOIIECTB Ha rpa-
¢ax. Merox mo3BonseT 00beANHATh Pa3INYHbIE Ha3BaHUS OJHOU CYIIHOCTH B IPYMITy C JOCTaTOYHO BBICOKOIl TO4Y-
HOCTBb ¥ MOXKET OBITh IOJI€3€H IPH HCIOIB30BAHUN B KA4€CTBE ITAMa MPEMPOLECCHATa TeKCTOB IS JaTbHEHIIero
aHaM3a: MOCTPOCHHUS Irpad)OB COIMATBHBIX OTHOIICHUH MM 00y4eHHs HeHpoceTeBhIX Mozeneid. MeTtoa mpuMeHs-
eTcsl K OOJIBIION KOIEKIMH TEKCTOB, OTHOCSIIUXCS K OHOMY foMeHy. OCHOBOH MeTozia sIBJIsieTCs] 00yUeHNE MOIEIH
Word2Vec ¢ ncrions3oBanreM HHPOPMAIMU O MIPSIMOM B3aUMOJECHCTBUH repoeB. Moenb CIyXKHT JUIs MOCTPOCHHUS
rpacda cBs3el MeXy reposiMU, U3 KOTOPOTO IpH IoMoIH JIyBeHCKOTro alropuTMa BIICISIOTCS COOOIIECTBa, Cozep-
JKallye pa3Hble Ha3BaHUsI OJJHOTO I'eposl.

Janee npoBoanTcst GUIBTPALUs Pa3HBIX repoeB, 00bEANHACMbBIX MOJCIIBIO.

KuroueBbie ci1oBa: rpadbl colMalibHBIX OTHOLICHUHN; rpadbl; word2vec; onpezaeieHie aHaQopbl; XyI0KeCTBEH-
Hble TeKCThI; JIyBEHCKHH aaroputm
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1 Introduction

Investigation of interaction among characters of literary works allows better understanding the overall
plot of a masterpiece. One of the commonly used representations of such interactions is a graph. Its
nodes represent literary characters, described in an investigated work, edges represent such interactions
among characters as conversations, direct actions, and being in the same place. Investigation of large
graphs allows describing two types of those: Barabasi-Albert [1] and ‘Small World’ [2]. The authors of
[3] found that graph of character interactions has properties of the further and does not meet all the
properties of the later.

There are several approaches for coupling nodes depending on the used information. In [4], an edge
in the graph is created between two characters “if they were both syntactic arguments under the same
predicate or appeared as two conjuncts”. For the sake of community detection, the author used the Lou-
vain algorithm [5]. Another approach is using mutual appearance in the same piece of text [6].

Investigation of drama corpora (e.g. [3]) has a big advantage. Such a corpora was preliminary tagged
including information on phrases attribution by characters. Thus, it is easier to use the common appear-
ance of characters in the same part of text or information of whom their phrases are addressed in order
to build the social graph of a masterpiece.

However, researchers are faced with the problem of several names for a character. In different parts
of a text, an author can use the name of a character, his or her surname, their combination, position,
gender names (boy, girl, ...), and other substitutive nouns. Thus, there is a problem of joining all of these
names in the same cluster. Manually tagged corpora have an advantage that all these names can be
unified by an assessor [6]. But that is not the case of automatically tagged large corpora. One of the
solutions in the later case is preprocessing, i.e. selection of different names of the same character and
automatic replacement of a name occurrence by the unified one. But it does not work in the case of a
big number of unknown characters. Methods of anaphora resolution (see, e.g. [7]) could not help find
different names for main characters.

In this paper, we introduce a new method for calculation of similarity between characters’ names. The
method is able to cluster names of the same character in a community of a social graph. The method is
based on training a Word2Vec model on entity names co-occurrence, building a social graph according
to similarity between those entities calculated by the model, and applying the Louvain algorithm for the
sake of community detection.

2 Used Data

2.1 Text Collection

As a source data for our method, we need a collection of mono-domain texts, e.g. works created by one
author or dedicated to the same fictional setting. We use a collection of fanfiction texts based on J.K.
Rowling “Harry Potter” books. There are several reasons for such a decision.

e Authors of fanfiction texts use original setting or at least original characters as the basis of their
work; so, all the texts sharing the same original subject and the same setting would share almost
the same characters space and could be treated as a single domain.

e “Harry Potter” as a fiction is extremely popular, this fact provides us with a large amount of
data. This, for its turn, gives us an opportunity to balance the imperfect performance of language
models.

e Most of the fanfiction sites are open resources which can be easily and automatically crawled.

Considering all these facts, we chose the https://fanfics.me/ site. All the fanfiction texts belonging to
the “Harry Potter” setting were crawled from this site in summer 2022 and then used in the algorithm
described below.

The amount of data collected is 22252 texts which have around 336 million of tokens in total. This is
a large collection of data so we have to take it into consideration while making a decision about prepro-
cessing algorithms which will be discussed below.



Remus, Lupin and Moony Walk in a Bar... Grouping of Proper Names Related to the Same Denotation in Large Literary Texts Collections

2.2 Text Preprocessing

Our algorithm requires syntactically parsed natural texts. There are a variety of open source tools per-
forming this task. Such tools can be multilingual and support Russian alongside many other languages
or keep it as the only or almost only one available. For example, Spacy [8] and Stanza [9] provide models
for more than twenty languages each while Natasha and DeepPavlov [10] are concentrated mostly on
models for Russian language. There is also a UD-Pipe module but it is almost deprecated.

Besides the list of supported languages, mentioned models have different quality and capacity fea-
tures: some of them are relatively precise but the level of their efficiency is quite low, some, in contrast,
are surprisingly fast but their quality is below the acceptable level. Considering preprocessing as an
important step which can dramatically affect all future calculations, we tend to prioritize quality over
productivity. However, as it was already mentioned, we are working with a large amount of textual data
processing which can require an inappropriate amount of time, thus we have to search for compromises.
Because of all mentioned above, we decided to use the Spacy framework as it is relatively fast even
without using a GPU and shows an appropriate, but not perfect, performance.

The next step of preprocessing is Named Entity Recognition (NER) which is an ongoing and difficult
task itself; however, we need it to shape the initial list of characters. Note that on some level of precision,
this list can be gained on the stage of syntactic parsing since most parsers have the PROPN tag in their
tagset. Considering this, using NER is not so much about detecting entities in general but about detecting
multi word namings as it is usually beyond the capabilities of syntactic parsers.

As a result of data preprocessing we should have a corpora of syntactically parsed texts with results
of the NER algorithm. We used the one proposed by Spacy as it can be easily added to its pipeline.

3 Grouping of Proper Names Related to the Same Denotation

As can be seen from the task formulation, our algorithm can be divided into two parts. The first one
is collecting of the characters co-occurrence information from the texts; so as it can be utilized as training
data for the further model. The second part is the model training.

For the sake of model training, we need a list of pairs of characters which satisfies the condition of
being “interacting”. Thus, the first stage can be divided in several subtasks too. In the beginning, we
need to define what “character” and “interaction” are in terms of grammatical traits obtained from the
preprocessing step; then the algorithm of applying these conditions to the process of list of pairs extrac-
tion should be described.

We define an entity (not necessarily named) or a character (if we are speaking about it in terms of
fiction terminology) as a token which meets one of the following conditions: it is tagged as an entity by
the NER model; it is tagged as a proper noun by the parser; it is tagged as an animate noun.

There are several reasons for such a decision. To begin with, we want proper names to be considered
as an entity. However, neither syntactic parsers nor NER models have good precision, while we are
speaking about them in terms of entity extraction from fictional texts. However, there is a chance that
mistakes of the syntactic parser can be smoothed by NER model predictions and vice versa, so we de-
cided to unite their decisions. Moreover, additional difficulties are provided by the fact that we need not
only named entities but also their substitutive nouns to be detected. Here we hope that inanimate objects
could not be considered as fictional characters (that is not the case of fairy tales, which are not the subject
of this article). So, we select all animate nouns as hypothetical entities entailed with some of the char-
acters.

After we proposed a definition of an entity, we now can discuss conditions of being interacting. Fol-
lowing [4] line of thought, we decided to use being descendants of one vertex in the dependency tree as
a definition of connection existence. Unlike the approach described in the mentioned work where the
author uses all predicates as the parenting vertices, we decided to make constraints on such vertices
stricter: we consider only verbs being a predicate. Summarizing this with a part about entity definitions
we can postulate the following definitions of a pair: it consists of the two entities which are the descend-
ants of the same verb in a dependency tree.

We have found that a pair of characters can be considered as a context to each other. This allows us
to train a language model treating pairs and entities as sentences and tokens respectively. In this project,
we decided to train a Word2Vec model [11] in order to get vector representation (embeddings) for each
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character. There are several reasons for choosing this architecture. On the one hand, Word2vec is a static
language model that provides us with a single embedding for each entity from vocabulary. Since we
want to get a method providing us with an absolute measure of semantic similarity between entities, the
ability to calculate an average representation of a token becomes useful. On the other hand, considering
usage of a contextualized model, we understood that the described way of representing context does not
provide enough information for the stable learning of a contextual model.

Now we can now describe the process of obtaining the trained model. At the beginning all the entities
should be extracted keeping their affiliation with sentences since we will need this information to make
a decision about connection existence. Then for every possible pair of entities within a sentence it should
be checked if these entities are the descendants of the same verb in the dependency tree. As a result of
the described process, we have a list of pairs of characters ordered by their appearance in our collection
of texts. Then it is used to train a word2vec model so that characters in every pair have only each other
as a context (it is guaranteed by the window size parameter of a word2vec training algorithm).

Using the trained model, we then build a social graph of characters. At the first stage we select all
named characters (entities which are marked by NER algorithm or are a proper noun) with frequency
more than the reference minimal frequency (let be equal to 50) as initial nodes of the graph. Then for
every node we extract top-100 nearest neighbors having cosine similarity more than 0.5 and frequency
more than 20. Then we create an edge between two nodes if at least one of them is in the top-100 list
for another even if they are both initial nodes. The result is a weighted graph where weights are desig-
nated by the cosine similarity between nodes.

As it noted in [13] “The weight of a link between two nodes in a social network can be used to
represent the similarity of two characters. The larger the weight is, the more likely the two characters
will be related to each other.” However, it appears that cosine similarity is not enough. There are named
entities, which have a relatively high proximity but have to be divided, such as twin brothers Fred and
George Weasley, who are always acting together, or Harry Potter and Hermione Granger, who share
their adventures. However, there are entities which have smaller cosine similarity but have to be con-
sidered as a single entity. That is the case of different namings of one character whose frequencies differ
dramatically.

In [4], characters which belong to the same predicate are considered as two different persons. In our
case, if two extremely similar characters frequently appear as syntactical siblings in a parsed text, then
they should be considered as two different persons. However, our experiments demonstrated that such
an approach fails in case of less frequent characters as they often provide lesser statistics than we need
for their separation. Note, that there are a variety of characters having both less and more frequent names.
That is why we need here a community detection algorithm which will separate entities considering the
whole picture of their relations.

Following [4], we decided to use the Louvain algorithm [5]. As a result of applying this algorithm to
a social graph we obtain groups of entities which have closer relations. By changing the resolution pa-
rameter of a Louvain algorithm, we can control the density of achieved communities as its high value
makes the algorithm favor smaller communities. In our case it means that we can decide if communities
should contain names of different but narratively close characters or, if using higher values of resolution
parameter, different name of the same character. Although all of the mentioned parameters (threshold of
cosine similarity, minimal frequencies and resolution parameter) make the precision higher, we cannot
just make them as high as possible since in the extreme case we would get an empty graph or a list of
one-node communities which makes all the process meaningless.

4 Results of Experiments

We trained a model on 5 epochs and words of the minimal frequency 10. We were surprised to see
that a model that was accidentally trained with pairs duplicates (pairs like “Harry Ginny” and “Ginny
Harry” were both added to the list) showed a more stable performance and more representative results;
so, we decided to use it as a basic approach in the further work. We used all entities lowercased and
lemmatized; we also joined multiword entities extracted with NER model into single strings.

However, the first attempt of training the model showed that there are a lot of mistakes of lemmati-
zation and pos-tagging. We decided to begin with solving the first problem. In order to map different
forms of the one entity, we built a graph where an edge between two entities means that they have
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Levenshtein distance [12] equal to 1 (see Fig. 1). After we got such a graph, we considered one con-
nected component to be different names of a character; however, it happened to need a little manual
correction. After that we mapped all the entities in a connected component to a single character’s name
which was the most frequent one in the original component. Then we retrained a model.

necT

NECTPEUHAMNKEM

nectpedHaxen

Figure 1: Graph of tokens having the Levenstein distance equal to 1

After retraining, the solution for the problem of incorrect pos-tagging (that actually means that we
had adverbs or adjectives marked as entities) happened to be found. It appears that almost all incorrectly
tagged words formed a single connected component (see Fig. 2), so we merely removed from the train-
ing data all the pairs including these tokens. Then we retrained the model again.
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Figure 2: Graph of entities connections for the component with pos-tagging mistakes

Having a final model, we repeated all the process of graph building. The resulting graph had an inter-
esting structure: there was a big connected component which contained almost all main characters and
needed to be divided into parts (see Fig. 3) and a lot of small ones. As can be seen on the picture, the
main connected component itself has several easily distinguished parts such as the one in the upper-left
part which is devoted to Ministry of Magic characters or the bottom part whose components are all about
geographical names both real and magical. Sadly, we still do have a small amount of mistagged words
but there are already much less of them than there were in the previous iterations.
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Figure 3: Graph of entities connections for the biggest connected component

As for the resolution parameter, we can start with 10 as the lower values of the algorithm does not
really distinguish anything (it should be mentioned that this parameter has to be selected independently
for every graph). However, this value appears to be too low and provides us with large groups of con-
nected yet not the same characters (see Fig. 4).

MHHHCTp Maruu, podapuc, gamka, COBUIIK, (apKy, BH3CHIAMOTOM, IMEKI00NT, (hak, KOPHEIHYC,
CKPUMJIXKEp, MUHUCTP, KHHTCITH, OpyCTBEp, BU3EHIaMOT

aMepuKa, ydJIbC, UCIIaHus, KaHaJa, MOTIaHAus, (hpaHIIHs, TePMaHus, IBEHIIAPUs, TPCIIHS, UTAIHS,
WpIaHIWs, KATal, Opasuins
NETPUPHUKYC TOTAITYC, HHKAPILEPO, CEKO, IKCIEIUTHapMyc, MEeTpUPUKYCOM, MPOTEro, crymnedaem,
nerpudukyc, crynedaii, 3KkCeNIMapMycoM, HEPOCTUTESIBLHBIN

KOCOH ajiesi, 30HKO, JTFOTHBIM, KOyKBOPT, JIOHIOH, MaH4ecTep, (IOPHII, KOCOH TEPEYIOK, KOCYIO
ajurest, XOrCMHEI, DIUHOYpT
YUUTENb, TUPEKTOP, Tpodeccop, GIUTBHUK, (UINYC, MUHEPBA, MAcTep 3€JIHi, MUHEPBA MaKro-

HaraJui, ZuiuieT, ACKaH, MaKroHaraJiia

PHIUIT, TOM PUIIUL, JIOPAY, JTOPMA, PEAI, TOM, BOIIAEMOPT, JJopA BoiaeMopT, moBeInUTE b, BOTAH/IC-

MOPT, MHJIOPJT

JOKUM, JTAJTH DBAHC, 9BAHC, JIWJIN, COXAThIH, IIMIPH, MapIIvH, afape, JHKSHMC OTTep, HKEHMC, CKOPIT
JIH TOMAC, YU3JIU, POH, POH YU3JIH, POHANB], PBDKUK, YU3EI, TUH, POHAIIB YU3IH, TICPCH

0J3Ka, TOHKC, ONek, Opossara, HUMdanopa, CHpuyc, 09Ky, OJI9K, CUpUYC OI3K, CUPH

Yapid, JDKOPIK, Gpel yU3iu, aHKeIUHA, Gpen, KITH 0eIUT, KOPIK YU3JIH, OUILT, K3TH, ONHU3HE |

Figure 4: Biggest 10 communities detected by the Louvain algorithm
with resolution parameter equal to 10
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If we increase the value to 20, we will still not get enough precise groups (see Fig. 5), but they will
become more clean.

MUHUCTp Maruw, ¢ajka, BU3CHraMoToM, (hajpK, KOPHEINYC, CKPUMIDKEP, MUHUCTP, (hapKy, BU3CH-
ramoT

aHIIpOMea, Ipydilia, Jopes, Hapiucca, IUCCH, Hapiucea Mamdoi, Banp0ypra, Meaa, HapcH
COBBI, (husuH, OyKJIsI, OYKIIIO, COBa, COBY, XCJIBUI, COB

OmaKa, Onek, Opoxsra, cupuyc, OJI9Ky, OJ3K, CUpPHYC 03K, CUpH

TDKOPIUDK, Gpen yU3IH, aHDKennHa, Gpel, KITH O0esul, HKOPIKYHU3IH, KITH, OIH3HeI

KorTeBpaH, rpudduaIopoM, xaddmmadd, cmmzepuH, mydheHmys, CIU3epUHOM, PEHBEHKIIO, Tprd-
buHIOp

JIOJIOXOB, MaJIbCUOED, PYIH, pyaonbdyc, aHTOHUH, padacTaH, poaonbdyc, SiBepu

K3pPPH, TEINaHOP, TAPOJIBI, TApPUET, MaphsIHA, SMHUIIU, TappU

IYPCIIH, MapJIXK, IETYHbsI, SWJINH, TYHU, BEPHOH, AypCiei

KOCOH aJijiesl, 30HKO, KOCOH MEePeyIoK, KOCYIO aJlies, JIFOTHBIM, XOTCMUI, (IOPHUIII

Figure 5: Biggest 10 communities detected by the Louvain algorithm
with resolution parameter equal to 20

Finally, the resolution parameter equal to 30 provides us with the best compromise between precision
of the groups and the proportion of connections detected (see Fig. 6). As it can be seen on the picture,
there are still groups which need further decomposition (such as the group with Harry which contains
him and some marginal characters that are even not the part of Harry Potter original characters), but the
fact that we can connect naming that are not connected in any way but semantically (such as Remus
Lupin and Moony) make us consider this algorithm to have a pretty high precision and be at least a
method of getting the baseline for more precise yet computationally complex models.

COBBI, XCIIBUT, (PUIHH, OyKJIs, OYKIIIO, COBa, COBY, COB

0imdKa, 61ek, Opomsra, CHpUycC, OJIIKY, OJI3K, CHpUyC OJI3K, CHpH

K3ppH, TeJIaHOP, TapOJIbJ], TAPPHUET, MapbsiHA, SMUIIH, TappU

JIyPCITH, MapJiXK, IETyHbsI, SUIHH, TYHH, BEPHOH, AypCieH

XOTCMUJ, KOCOH ajiesi, 30HKO, KOCYIO ajlIes, JJIOTHBIN, (IIOPHIII, KOCOH TEPEYIIOK
JIYHaTHK, JIFOITUHA, JTFOIIMH, PEM, PEMYC JIFOIIHH, PEMYC, PUMYC

JTOJIHIII, aBPOPAT, MUHUCTEPCTBO, OT/AEH, OT/CI TailH, MUHUCTEPCTBO Marus, aBpop
Kpu4iep, KUKUMep, 1000H, TUILTH, 11b(), BUHKH, IOMOBUK

MUHHUCTp Maruu, Gamk, damka, CKpUMIDKEp, KOpHEInyc, haiKy, MUHUCTD
JIOpAY, JOPI, BOJAHIEMOPT, MUJIIOP, BOJJIEMOPT, JIOP.T BOJIAEMOPT, IIOBEITUTEIb

Figure 6: Biggest 10 communities detected by the Louvain algorithm
with resolution parameter equal to 30

5 Conclusion

In this article, we present a method of anaphoric proper names detection in fictional texts using
Word2Vec model and algorithms of community detection on graphs. This method allows grouping dif-
ferent namings of a single entity and can be useful as a part of preprocessing texts for further analysis
such as building social networks or training neural models.

We applied our method to a large collection of fanfiction texts devoted to the Universe of Harry Potter
(22252 of texts, 336 mln of tokens) and obtained 109 groups consisting of 356 named entities, including
characters names, nicknames, faculties, toponyms, and artifacts.

Note that results need manual post-processing since there are some misplaced entities in communities.
Our algorithm needs a pretty big collection of texts on the same topic since the Word2Vec model needs
a big amount of contexts. Thus, it can be useful for preliminary processing of big textual collections as
a builder of lists of anaphoric links.



Zykova V. |., Klyshinsky E. S.

One of the limitations of our method is it requires a large collection to train a Word2Vec model. It is
hardly applied to a single masterpiece, even a huge one.

In further research we are planning to formulate the requirements for a corpus more precise since it
can be useful for understanding the ways of overcoming existing limitations. Also, the algorithm of
contextualized detections should be invented.
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