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Abstract

Coreference resolution is an important task in natural language processing, since it can be applied to such vital
tasks as information retrieval, text summarization, question answering, sentiment analysis and machine translation.
In this paper, we present a study on the effectiveness of several approaches to coreference resolution, focusing on the
RuCoCo dataset as well as results of participation in the Dialogue Evaluation 2023. We explore ways to increase the
dataset size by using pseudo-labelling and data translated from another language. Using such technics we managed
to triple the size of dataset, make it more diverse and improve performance of autoregressive structured prediction
(ASP) on coreference resolution task. This approach allowed us to achieve the best results on RuCoCo private test
with increase of F1-score by 1.8, Precision by 0.5 and Recall by 3.0 points compared to the second-best leaderboard
score. Our results demonstrate the potential of the ASP model and the importance of utilizing diverse training data for
coreference resolution.
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AHHOTAIUA

Paspemenne kopeepeHTHOCTH SIBISIETCS BOKHOM 3amadeil B obacTy 0OpabOTKH €CTECTBEHHOTrO s3bIKa, MO-
CKOJIbKY OHa MCIIOJIB3YeTCS KaK JIEMEHT PEICHHs TaKUX 3a/a4, KaK MOMCK MH(OpMalMy, CyMMapHu3alus TeKCTa,
OTBETHI Ha BOIIPOCHI MO TEKCTY, aHAJIM3 TOHAJIBHOCTH TEKCTAa U MAIIMHHBIA NepeBos. B naHHOI cTaThe ncciaenoBaHa
3¢ PEKTUBHOCTD PA3IMYHBIX MMOJXOA0B K pa3pelIeHHI0 Kope(hepeHTHOCTH Ha PYCCKOM sI3bIKe, ¢ (poxycom Ha Habop
nmaaHeIX RuCoCo. Takxke mpeacTaBneHsl pe3ynsrarsl yuactus B Dialogue Evaluation 2023. MccnenoBaHsl cioco0bl
YBEJIMYEHHUS pa3Mepa Habopa JaHHBIX C IIOMOIIBIO TICEBOPAa3METKH U IepeBOja JaHHBIX C APYTOTO s3bIKa. McTions3ys
TaKOH MOJXOJ, YAaJ0Ch YTPOUTH pa3Mep Habopa JaHHEIX, CAENATh ero 0ojee pa3HOOOPa3HBIM M YITyUIIHUTh Pe3yib-
TaThl aBTOPErPECCHOHHOIO CTPYKTYPHPOBAHHOTO INpPEACKAa3aHHs B 3ajade paspeleHust kopedepeHTHoCTH. Takoi
MOJIXOJT TO3BOJIMI JOOUTHCS HAWIYUIIMX PE3yJIBTaTOB Ha 4acTHOM TecToBoM Habope RuCoCo ¢ mossmieHuem F1-
Mepbl, TOYHOCTH U TOHOTHI Ha 1.8, 0.5 1 3.0 mpOIeHTHBIX MyHKTa COOTBETCTBEHHO I10 CPABHEHHIO CO BTOPBIM JIyU-
MM pe3ynbraroM. Haimmy pesynbraTsl JeMOHCTPUPYIOT HOTeHIUan Mozienn ASP u Ba)KHOCTb MCTIOIb30BaHHS Pa3HO-
00pa3HBIX 00yYarONINX JaHHBIX IS pa3pelieHust KopeepeHTHOCTH Ha PYCCKOM SI3BIKE.

KonroueBble ci10Ba: IICEBIOPa3METKA, aBTOPETPECCHOHHOE CTPYKTYPHPOBAHHOE MPEACKa3aHUe, pa3pelIeHne Ko-
pedepeHTHOCTH
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1 Introduction

1.1  Coreference Resolution

Coreference resolution is a natural language processing (NLP) task that involves identifying all the ex-
pressions in a text that refer to the same entity or concept, and then linking them together. It is typically
modeled by identifying entity mentions (contiguous spans of text), and predicting an antecedent mention
for each span that refers to a previously-mentioned entity, or a null-span otherwise. The goal is to deter-
mine which pronouns, nouns, and other expressions in a sentence or document refer to the same entity,
and to group them into clusters accordingly. Coreference resolution is a challenging task because it
requires good understanding of the context and the ability to recognize complex relationships between
words and phrases. However, this task is crucial in many applications of NLP, such as information re-
trieval [1], text summarization [2], question answering [3], sentiment analysis [4] and machine transla-
tion [5]. In addition, coreference resolution can be used to improve the readability of a text, by replacing
repeated mentions of the same entity with a pronoun or other reference.

1.2 Related Work

This section contains a brief overview of previous most recent coreference resolution models. Lee et al.
[6] proposed an end-to-end model for coreference resolution that predicts an antecedent probability dis-
tribution over candidate spans. The model incorporates mention scores, coarse and fine coreference
scores, and vector representations of the spans to learn a probability distribution over all possible ante-
cedent spans for each span in the text. To improve computational efficiency while being competitive
with other models Kirstain et al. [7] introduced a lightweight end-to-end coreference model that removes
the dependency on span representations. Instead, they utilize the endpoints of a span (rather than all span
tokens) to compute the mention and antecedent scores. But this approach still presents a computational
challenge of O(n*) complexity over document length so the authors need to prune the resulting men-
tions. Dobrovolskii [8] considers coreference links between words instead of spans which reduces the
complexity of the coreference model to O(n?) and allows it to consider all potential mentions without
pruning any of them out. Instead of using mention or coreference scorer within search algorithms over
possible spans of text, Bohnet et al. [9] proposed fundamentally different approach that uses a text-to-
text (seq2seq) paradigm to predict mentions and links jointly. The T5-based model takes a single sen-
tence as input, and outputs an action corresponding to a set of coreference links involving that sentence
as its output. Liu T. et al. [10] proposed another seq2seq T5-based model for Autoregressive Structured
Prediction, which is described in more detail in the next section.

1.3 Autoregressive Structured Prediction

Autoregressive Structured Prediction (ASP) represents structures as sequences of actions, which build
pieces of the target structure step by step. For instance, in the task of coreference resolution, the actions
build spans (contiguous sequences of tokens) as well as the relations between the spans.

The goal of ASP is to predict an action sequence y = yj, ..., ¥y, Where each action y;, is chosen from
an action space Y, represented as Y,, &£ A X B, X Z,, where A is a set of structure-building ac-
tions, B, is the set of bracket-pairing actions, and Z,, is a set of span-labeling actions.

The set of structure-building actions A = {I, [*, copy} allows to encode the span structure of
atext, e.g., [[XDelawa rel encodes that Delaware is a span of interest. Specifically, the actionl refers
to a right bracket that marks the right-most part of a span. The action [[* refers to a left bracket that
marks the left-most part of a span. The superscript * on [[* indicates that it is a placeholder for 0 or
more consecutive left brackets. Finally, copy refers to copying a word from the input document. To see
how these actions come together to form a span, consider the string [[ * Delawarel, which is generated
from a sequence of structure-building actions [[* , copy , and I and the input string Delaware.

The set of bracket-pairing actions consists of all previously constructed left brackets, i.e.:

B, = {mIm < nAa, =¥}

Thus, in general, |B,,| is 0(n). However, it is often the case that domain-specific knowledge can be
used to prune B,,. For instance, coreference mentions and named entities rarely cross sentence bound-
aries, which yields a linguistically motivated pruning strategy [11].
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For the task of coreference resolution, the set of span-labelling actions is
Zy={mm<nAa, =V i{e}
where € by the convention set in [12] is the antecedent of the first mention in each coreference chain
and {m|m < n A a,,, =[]} is the set of all the previous spans, which allows the model to capture intra-
span relationships.
The coreference structure built on top of a document D is first converted into an action sequence and
then is modelled as a conditional language model

N
pe(yID) = Hpe(yn|y<n,D)
n=1

The model is built on the base of a pre-trained language model such as T5.

2 Preliminary Experiments and Baselines

During the competition we tested several approaches:
e SpaCy implementation' of coarse-to-fine model [8] with different backbone models;
e Different transformers pretrained with Longformer [13] architecture;
e Original implementation? of start-2-end model [7] with different backbone models;
e Original implementation® of ASP [10] with different backbone models.

2.1 SpaCy

We trained a word-level spacy-coref model on RuCoCo dataset with different transformer encoders. It
is trained in two stages: coreference clustering model that use coarse and fine scores to form clusters of
entities, than span resolution model that recover original span after word-level coreference resolution.
The best backbone transformer model was cointegrated/LaBSE-en-ru*. Although this model is a great
sentence encoder, it did a good job on the word-level task too. This approach managed to beat baseline
of the competition (a 2.4 point higher F1-score).

2.2  Longformers

Since the documents in RuCoCo dataset are relatively long we considered Longformer models that are
able to grasp a larger area of text and its context. We pretrained two Longformer models that were based
on cointegrated/LaBSE-en-ru and sberbank-ai/ruRoberta-large’. Pretraining was done according to [13]
using long documents from Russian part of Wikipedia. Using these models together with spacy-coref
and increased input sequence length barely gave us a performance gain, while making models even more
memory intensive.

3 Improving Autoregressive Structured Prediction Performance

To beat the results of our previous best model we used ASP without changes in the implementation.
With that said, we can divide further improvements of the model in two parts:

1. Choosing the backbone model along with hyperparameters tuning;

2. Working on the dataset improvement.

While experimenting with ASP we used different ruT5 models, different training sequence lengths
and hidden sizes of the structure-building action head. ASP based on the large ruT5 model became the
best model so far (4.0 points higher F1-score than baseline of the competition).

As some studies report [14], different coreference resolution models often do not transfer well to
unseen domains. Moreover, for datasets containing news, such as RuCoCo, situations often arise when

! https://github.com/explosion/projects/tree/v3/experimental/coref
2 https://github.com/yuvalkirstain/s2e-coref

3 https://github.com/lyutyuh/ASP

4 https://huggingface.co/cointegrated/LaBSE-en-ru

3 https://huggingface.co/ai-forever/ruRoberta-large
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new words, concepts and entities are encountered in test split. Probably the only way to overcome this
is to increase or augment the dataset. This will likely lead to improved generalization, better handling
of rare words and phrases, reduction of overfitting, improved robustness, because with more training
data, the model is exposed to a greater variety of language patterns, more instances of rare words and
phrases, more diverse examples, such as different writing styles, genres, or domains. However, it is
important to consider the quality of the data. Therefore, while training models we use loss, which is
weighted according to the data quality. We distinguish three classes of datasets: “gold”, “silver” and
“bronze”. The lower the data quality, the lower the weight. The following three sections provide infor-
mation about the ways that we used to increase the dataset.

3.1 Adding More Russian Coreference Resolution Datasets

To increase the size of the dataset we used two previously known good quality coreference resolution
datasets in Russian:

e RuCor [15] — 163 documents;

e AnCor [16] — 521 document.

These datasets are considered “gold” along with RuCoCo.

3.2 Translating OntoNotes from English

OntoNotes 5.0 is one of the most popular datasets for coreference resolution in English with high quality.
In some of our experiments with multilanguage models (more specifically — models with Russian and
English tokens) we used this dataset directly as “silver” training data. But our final model was Russian
only, thus we used the translation as “bronze” dataset.
To accurately translate the dataset into Russian, we did the following:

1. Use Helsinki-NLP/opus-mt-en-ru® for machine translation;

2. Translate the sentence and its clusters with entity spans to Russian language;

3. For every translated entity span find the most similar part of translated sentence using sen-

tence encoder for text similarity (we used cointegrated/LaBSE-en-ru);
4. Use that span in the sentence as proper translation of original entity.

This may not be the most efficient approach, but it helped to achieve a translation with about 3% of
all entities lost (1.68 entities lost per entire document in average). After analysing the results, we were
satisfied with such a translation. We got 3017 new documents.

3.3 Using Pseudo-Labelling

The last part of final dataset was gathered with pseudo-labelling. We considered texts from same and
different domains, collected from Taiga or Web:
e Arzamas’ (Fiction) — 140 documents;
collection5® (News articles with manual PER, LOC, ORG markup) — 355 documents;
Interfax’ (News) — 638 documents;
KP'® (News) — 355 documents;
Lenta'' (News) — 602 documents;
N+1'2 (News) — 538 documents;
Plaintext Wikipedia dump 2018 (ru.txt.gz)"* — 1550 documents.

6 https://huggingface.co/Helsinki-NLP/opus-mt-en-ru

7 https:/linghub.ru/static/Taiga/Arzamas.zip

8 http://www.labinform.ru/pub/named_entities/collection5.zip

° https://linghub.ru/static/Taiga/Interfax.rar

10 https://linghub.ru/static/Taiga/KP.rar

11 https://linghub.ru/static/Taiga/Lenta.rar

12 https://linghub.ru/static/Taiga/nplus1.rar

13 https://lindat.mff.cuni.cz/repository/xmlui/handle/11234/1-2735
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By this point, the ASP model based on ai-forever/ruT5-large (former sberbank-ai/ruT5-large) '
trained on RuCoCo was the best model that we had. It was used to produce labels, i.e. clusters of spans
of entities for texts that we collected.

Initially, more documents were collected for each dataset, however, they were randomly selected in
such a way that the distribution of text lengths was similar to that of the RuCoCo dataset. When pseudo-
labelling procedure was done, all datasets were filtered in such a way, that entity count, cluster count,
entities per text length and clusters per text length distributions were roughly similar to those of the
RuCoCo dataset (Fig. 1, Fig. 2).
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Figure 1: Comparative normalized histograms of two datasets: pseudo-labelled one and

preprocessed RuCoCo
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Figure 2: Scatterplots of different features of two datasets: pseudo-labelled one and preprocessed
RuCoCo

A total of 3971 selected and labelled documents passed filtering and post processing. Final dataset is
described in Table 1. OntoNotes Eng dataset was not used for final model. RuCoCo dataset is splitted
into three sets — train, development and test (RuCoCo train split, RuCoCo dev split, RuCoCo test split,
respectively) for local evaluation. All datasets together except OntoNotes Eng, RuCoCo dev split and
RuCoCo test split are called “extra data” later in the paper.

14 https://huggingface.co/ai-forever/ruT5-large
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Dataset part Number of documents | Dataset class | Loss weight
RuCoCo train split 2775 gold 1.0
RuCoCo dev split 150 gold 1.0
RuCoCo test split 150 gold 1.0
RuCor 163 gold 1.0
AnCor 521 gold 1.0
OntoNotes Rus 3017 bronze 0.1
Pseudo-labelled 3971 bronze 0.1
OntoNotes Eng"’ 3493 silver 0.5

Table 1: Final dataset parts and their sizes

4 Results and Analysis

For our final setup we used ASP based on ai-forever/ruT5-large utilizing transformers library [17]. We
trained this model with input sequence length equal to 1550 tokens, hidden size of ASP action head
equal to 4096, batch size equal to 1 for 18 epochs, which took 16 hours on a single nVidia RTX 3090Ti.
Final dataset contained 10543 documents, including RuCoCo test split.

In Table 2 we present some results of different setups that we used during the competition. For eval-
uation we used LEA [18] as main metric for this competition. The last entry in bold is a result of the best
model on private test of the competition.

Model dev F1 | test F1 | leaderboard F1
baseline + cointegrated/LaBSE-en-ru 0.688 - 0.650
baseline + ai-forever/ruRoberta-large'® 0.711 - 0.684
spacy-coref + cointegrated/LaBSE-en-ru 0.758 - 0.708
asp + cointegrated/rut5-base'’ 0.741 | 0.628 0.684
asp + cointegrated/rut5-base-multitask '® 0.750 | 0.643 0.698
asp + ai-forever/ruT5-base 0.765 | 0.650 0.699
asp + ai-forever/ruT5-large 0.791 | 0.664 0.727
asp + ai-forever/ruT5-large + extra data 0.786 | 0.667 0.733
asp + ai-forever/ruT5-large + extra data, test split, finetuned 0.799 - 0.738
asp, ai-forever/ruTS-large, extra data, test split, finetuned | 0.799 - 0.751

Table 2: Evaluation results of different tested models

None of our models took into account split antecedents. That had an effect on recall metric. We tried
to apply some simple models to handle this problem, and these models successfully increased recall, but
all at cost of precision. Ultimately we could not achieve F1-score increase by handling split antecedents.

5 Ablation Study

Table 3 describes other experiments that included different base models and training techniques for ASP:
e Model 1 — final best model, added for comparison;
e Model 2 — one of the latest checkpoints of Model 1, but further trained a couple of epochs with
only “gold” dataset, pseudo-labelled and translated data is excluded;
e Model 3 — google/mt5-large®® model, but only with Russian and English tokens in dictionary,
which is trained using entire available dataset, i.e. Model 1 dataset and OntoNotes Eng com-
bined.

13 https://huggingface.co/datasets/conl12012_ontonotesv5
16 https://huggingface.co/ai-forever/ruRoberta-large

17 https://huggingface.co/cointegrated/rut5-base

18 https://huggingface.co/cointegrated/rut5-base-multitask
19 https://huggingface.co/ai-forever/ruT5-base

20 https://huggingface.co/google/mt5-large
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Model | Dataset size | Training Epochs | Precision | Recall | F1 Private F1
Model 3 15584 4 0.7876 | 0.7972 | 0.7924 0.741
Model 2 | 11265 /3797 13/5 0.7955 | 0.8083 | 0.8018 0.750
Model 1 11265 18 0.7925 | 0.8045 | 0.7985 0.751

Table 3: Evaluation results of top 3 final models on local development and global private split of
RuCoCo. Model 2 was trained in two stages hence the separation in some columns. Dataset size is the
number of documents after data preprocessing and it might be different with the initial number of
documents in dataset because of long texts split

Model 3 is clearly undertrained and further experiments might bring some positive results. In addition,
one can finetune Model 3 on some known tasks with sufficient multilanguage data before training it for
coreference resolution.

Another experiments (Table 4) concerned the contribution of various dataset parts to the final result.
Here we used ASP with cointegrated/rut5-base-multitask. RuCoCo train split was always a part of train-
ing data. Pseudo-labelled data was the same, i.e. acquired with ASP based on ai-forever/ruT5-large
trained on RuCoCo.

dev split test split public test

Added data P R F1 P R | F1 P R | FI
No added data | 0.7468 | 0.7528 | 0.7498 | 0.753 | 0.561 | 0.643 | 0.739 | 0.652 | 0.693
RuCor, AnCor | 0.7356 | 0.7594 | 0.7473 | 0.747 | 0.563 | 0.642 | 0.746 | 0.664 | 0.702
ONR 0.7417 | 0.7423 | 0.7420 | 0.753 | 0.544 | 0.632 | - i ;
PL 0.7589 | 0.7895 | 0.7739 | 0.748 | 0.577 | 0.652 | - ; ;
ONR + PL 0.7431 | 0.7755 | 0.7590 | 0.735 | 0.581 | 0.649 | - ] -
ONE + ONR | 0.7469 | 0.7595 | 0.7532 | 0.748 | 0.562 | 0.642 | 0.733 | 0.665 | 0.698
All data 0.7658 | 0.7657 | 0.7658 | 0.765 | 0.569 | 0.653 | 0.764 | 0.686 | 0.723

Table 4: Evaluation results with same model but different data. ONR — OntoNotes Rus, ONE —
OntoNotes Eng, PL — Pseudo-Labelled. “All data” contains all unique datasets above in the table.
Public test is what we managed to get while the development phase of the competition was active

6 Conclusions and Future Work

In this paper we present the research of approaches for coreference resolution in Russian language,
results and details of our solution for Dialogue Evaluation 2023 RuCoCo competition. Our experiments
reveal that the ASP model based on ai-forever/ruT5-large outperforms other coreference resolution mod-
els for Russian language, with the use of diverse and expanded training data, including translated Onto-
Notes and pseudo-labelled data, which significantly contributes to the model's performance. Our solu-
tion managed to take the first place in the competition. However, its performance still has room for
improvement.

Future work should focus on exploring methods to handle split antecedents effectively. This is the
most promising way to improve F1-score for such a task. Another aspect that our study highlights is the
importance of diverse training data for model performance improvement. Training on pseudo-labelled
data can be effective with small datasets within complex tasks. This technique also needs to be studied
more precisely, since there are more ways to apply loss weighting and more data within different do-
mains can be used. And last but not least, other backbone language models are applicable to this prob-
lem. One can use a multilanguage model with needed languages only [19] as a base transformer in ASP
to more efficiently use datasets in another language, thus increasing the amount and diversity of training
data even further.
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