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Abstract

The paper explores the argument generation in Russian based on given aspects. An aspect refers to one of the
sides or property of the target object. Five aspects were considered: "Safety”, "Impact on health", "Reliability",
"Money", "Convenience and comfort". Various approaches were used for aspect-based generation: fine-tuning,
prompt-tuning and few-shot learning. The ruGPT-3Large model was used for experiments. The results show that
traditionally trained model (with fine-tuning) generates 51.6% of the arguments on given aspects, with the prompt-
tuning approach — 33.9%, and with few-shot learning — 10.6%. The model also demonstrated the ability to generate
arguments on new, previously unknown aspects.
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AHHOTALUA

B crarbe ucciieyeTcsi reHepaiys apryMeHTOB Ha PYCCKOM SI3bIKE C Y4eTOM acleKToB. 110/ acrieKToM IOHHMa-
eTcs OJ{HA U3 CTOPOH HJIM CBOMCTBO LIeJIeBOTO 00bekTa. PaccMarpuBammch maTh acniekToB: «bezonacHocTsy, «Bius-
HHE Ha 310poBbe», «HanexxHocThY, «/lensrm», «YnoocTBo n komdopt». i1 acCleKTHO-OPUCHTHPOBAHHOM IreHepa-
LMK TIPUMEHSUTHCH pa3iudHble moaxoasl: fine-tuning, prompt-tuning u few-shot learning. J{yis sSKcriepuMeHTOB HC-
nonb3oBanack moaesb rTuGPT-3Large. Pe3ynbrarhl MOKa3bIBAIOT, YTO MOJIENb, JOOOYUCHHAS TPAIUIUOHHBIM CIIOCO-
6oM (fine-tuning), renepupyer 51.6% 10BOJIOB 110 TpeOyeMbIM acleKTaM, pH nozxxone prompt-tuning — 33.9%, a npu
few-shot learning — 10.6%. Taxoke Mozeb IPOIEMOHCTPHUPOBAJIA CIIOCOOHOCTD FEHEPHPOBATH ApTYMEHTBI 110 HOBBIM,
paHee HEH3BECTHBIM aCIICKTaM.

KuiroueBble ci10Ba: aHaIM3 apryMeHTaLny; ypasisgeMas reHepanus TekctoB; GPT; fine-tuning; prompt-tuning;
few-shot learning
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1 Introduction

One of the important directions in the field of controlled text generation is the generation of argumenta-
tive texts [2], [10], [12]. An argument is a combination of a claim and at least one premise supporting
or refuting that claim [13] (see Figure 1). The claim expresses the author's point of view on the contro-
versial issue. The point of view includes the author’s stance and the topic (or target). For example, in
the claim "Electric cars are better than ordinary cars", the target is electric cars and the stance is "for".

To support or refute the claim, premises' "for" or "against" can be given, respectively.

Each premise describes one or more aspects of target. Aspect is a word or phrase that indicates one
of the sides or property of the target. For example, the rebuttal premise "Battery costs have more than
halved in the last four years alone" mentions the "Money" aspect.

Aspect-based argument generation allows to tune the meaning of the generated premises. However,
at present there are very few studies in the field of aspect-based argument generation for the English
language [12], and, to the best of our knowledge, there are no such studies for the Russian language.

We are trying to fill this gap. Applying various approaches, we train the ruGPT-3Large model on the
Russian-language corpus of arguments with annotated aspects. Five aspects were considered: "Safety",
"Impact on health", "Reliability", "Money", "Convenience and comfort". For aspect-based generation,
the following methods were used: fine-tuning, prompt-tuning and few-shot learning.
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Figure 1: Argument structure. The claim "Electric cars are better than conventional cars", which
expresses the stance "for" regarding the target (electric cars), is supported by the premise with the
aspect "Money" and is refuted by the premise with the aspect "Convenience and comfort"

! Often a "premise" is called an "argument" when it is clear from the context which claim it is being referred to.
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The contributions of our work are as follows:
o for the first time in the Russian language the methods of aspect-based argument generation are
studied;
e the possibilities of models for arguments generation for new, unfamiliar aspects are analyzed;
e the best-scoring fine-tuned model is made publicly available 2.

2  Previous work

In this section, we first review general approaches to controlled text generation and then provide an
overview of the work on aspect-based argument generation.

2.1 Controlled Text Generation

Controlled text generation refers to the task of generating text according to a given controlled element
[14]. The main idea of controlled text generation based on pre-trained language models is to give the
model a control signal in an explicit or implicit way to control the generation of text that satisfies given
conditions. Zhang et al. [14] identify several approaches to controlled text generation.

Fine-tuning consists in tuning the parameters of the whole model or a part of it to generate text that
meets specific conditions. In addition to traditional fine-tuning, there are other methods: adding an
adapted module, using a prompt, and reinforcement learning.

Adding an adapted module is the construction of an additional module for solving a specific problem
[14]. During the training process, the parameters of the language model are frozen, only a special module
is trained.

Using a prompt is selecting an input sequence template and using it as a control hint for the language
model to generate the required texts. Templates can be selected manually or automatically. The few-shot and
zero-shot methods [1] involve manual selection of the prompt. The prefix tuning [5], p-tuning [6], or prompt
tuning [4] methods allow to select the prompt automatically. In this case, the vectors corresponding to the
prompt are tuned during the training process, while the parameters of the language model remain unchanged.

The main idea of methods based on reinforcement learning is to get feedback on whether the control
conditions are achieved as a reward for fine-tuning of the language model [14].

Retrain or refactoring is a change in the original architecture of the language model or retraining of
the model from scratch in accordance with the characteristics of a given task [14]. This approach can
improve the quality and controllability of text generation, but is limited by the lack of tagged data and
the high consumption of computing resources.

During post-processing, the parameters of the language model are fixed [ 14]. For the input sequence,
the language model creates an initial distribution of tokens, the post-processing module re-ranks this
distribution, ensuring that the model selects the desired token, thus controlling the generation of text.

2.2 Aspect-based Argument Generation

The problem of aspect-based generation of arguments has not yet been studied enough. Schiller et al. [12]
apply fine-tuning of the CTRL model on sequences that include control codes [Topic][Stance][Aspect]
(for example, Nuclear Energy CON radioactive waste) and a premise (for example, Nuclear reactors pro-
duce radioactive waste...) for the controlled generation of premises on a given topic, stance and aspect.
In paper [2], to generate premises on economic topics, the original ruGPT-3Large model and the same
model fine-tuned on an argument corpus containing 3,500 sentences were used. As a result of manual
evaluation, 63.2% of the sentences generated by the fine-tuned ruGPT-3Large model turned out to be
premises, while the original model without fine-tuning was able to generate only 42.5% of premises.
In our work, in contrast to [2] and [12], in addition to the traditional fine-tuning of the whole model,
the following methods for controlled argument generation are studied:
e traditional fine-tuning of the whole model and fine-tuning of the last layer only;
e using of prompt-tuning;
e using a few-shot manual prompt.

2 https://tinyurl.com/452euk4w.
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In [2], the aspect of the premise is not taken into account, and in [12], the aspect is part of the premise.
In our work, the aspect reflects the semantic orientation of the premise and is not part of the sentence
containing the premise. For example’:

e topic: school uniforms,
e premise: outsiders who do not belong to the campus are easy to identify and therefore do not
pose much of a threat to students.

In [12], the following aspects are indicated: [outsiders, easy to identify, threat]; in our work, such an
premise would have the "Security" aspect.

3 Materials and Methods

3.1 Corpora

We use the existing corpus of premises with aspects specified for them?®.

The corpus contains 548 premises that have from 1 to 3 aspects from the list containing 20 aspects,
such as "Safety", "Living standard", "Quality", etc. A complete list of aspects with their frequency is
given in Appendix A. We have combined the most similar aspects "Impact on health" and "Impact on
the psyche", "Price" and "Profitability", replacing them with aspects "Impact on health" and "Money"
respectively. From this corpus, we have identified the most frequently aspects (they met more than 80
times) and the sentences corresponding to them. Thus, we have formed a corpus for the generation,
which includes 418 unique argumentative sentences. For each sentence, from 1 to 3 aspects are selected
from the following list: "Safety", "Impact on health", "Reliability", "Money", "Convenience and com-
fort". Since one premise can have several aspects, we used 507 argumentative sentences (with repeti-
tions) to train the models.

The corpus contains 14 topics. Each topic is reflected in the claim about which the argument is built.
For example, the topic "Cryptocurrency" in the corpus is represented by the claim "We need to use and
invest in cryptocurrencies", the topic "Children's video blogs" is represented by the claim "Children
should be encouraged to create vlogs", and the topic "Esports" is represented by the claim "Esports
should be made an Olympic sport". A complete list of topics, claims to them and the distribution of
topics by aspects are presented in Appendix B.

3.2 Language Model

Models of the GPT (Generative Pre-trained Transformer) family consist of a Transformer decoder with
a different number of layers [8]. The ruGPT-3 model is a Russian-language model from Sber, based on
GPT-2 [9], available in five versions of different sizes (ruGPT-3Small, ruGPT-3Medium, ruGPT-2Large,
ruGPT-3Large, ruGPT-3XL) [11]. The model was trained on 80 billion tokens. In our experiments, we
used the ruGPT-3Large model (760M parameters).

3.3 Training Methods

For controlled argument generation, we explore several methods of model training: fine-tuning, prompt-
tuning, and few-shot learning.

In traditional fine-tuning, the weights of the model change, adjusting to the required task — generating
premises. The ruGPT-3Large model is fine-tuned on text sequences containing a claim, an aspect, and a
premise. The input of the model is a sequence of the form:

Claim: {claim}; Aspect: {aspect}; Premise: {premise}
Parts of the sequence in bold are keywords; instead of parts in curly brackets, real claims, aspects,
and premises are substituted. When testing, the input of the model is the following sequence:

Claim: {claim}; Aspect: {aspect}; Premise:

3 Example is taken from the UKP corpus [12].
4 https://github.com/kotelnikov-ev/RuArgumentMining/tree/main/AspectCorpus.
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The model generates a premise by continuing the sentence. Two variants of this approach are consid-
ered:

e fine-tuning of the whole model,
e fine-tuning of only the last layer.

In the prompt-tuning method, the vectors that serve as the prompt for the generation control are
trained, the model weights are frozen. The prompt vectors obtained during the training process are fed
to the input of the model along with embeddings representing text tokens. The input sequence looks
like:

<P*n>{claim}<P*m>{aspect}<P*k>,

where m, n, k = 0 are numbers that indicate the number of special <P> tokens in a specific prompt for-
mat, claims and aspects are substituted for curly braces.

In the few-short learning method, a prompt is supplied to the model input, including generation ex-
amples that describe the task. In our work, these are examples of arguments that include a claim, an
aspect, and a premise. In this method, neither the model nor additional vectors are trained. The model
input in the few-shot learning contains a prompt that includes 16 examples (limited by GPU memory)
written as:

Claim: {claim}; Aspect: {aspect}; Premise: {premise}
and ending with the sequence:
Claim: {claim}; Aspect: {aspect}; Premise:

The model is asked to generate a premise on the last specified claim and aspect.
In this method, we use two types of prompts:
e the prompt contains examples of premises for all aspects in accordance with the distribution of
aspects in the original corpus,
e the prompt contains examples of premises only on the aspect of the generated premise.

4 Experiments

4.1 Experimental Setup

We considered several options for formats of prompt in prompt-tuning:
<P*100>{claim}<P*20>{aspect}<P*100>,
<P*100>{claim}<P*4>{aspect}<P*20>,
<P*60>{claim}<P*4>{aspect}<P*60>,
<P*20>{claim}<P*20>{aspect}<P*20>,
<P*60>{claim}<P*1>{aspect}.

To implement this approach, we used the ru-prompts library®. When choosing the number of special
tokens, we were guided by training examples provided by the library developers, which used sequences
of 100, 20, and 4 special tokens. We also added variants of the prompt formats, with the same or close
total value of the number of special tokens, but arranged differently in the sequence. The second and
third formats have the same number of special tokens, but they have a different arrangement in the
sequence, similarly for the third and fourth options.

With the help of 5-fold cross-validation we selected the best two prompt formats:

o <P*100>{claim}<P*20>{aspect}<P*100>,
o  <P*100>{claim}<P*4>{aspect}<P*20>.

> https://github.com/ai-forever/ru-prompts.
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For experiments, the NVIDIA RTX A6000 video card and transformers library® were used. For each
method, we selected a number of training epochs on a 5-fold cross-validation from the following ranges:
e fine-tuning the whole model =[1...5],
e fine-tuning the last layer =[1...20],
e prompt-tuning = [1...300].

The best were 2 epochs for training the whole model, 20 epochs for training the last layer, and 300
epochs for prompt-tuning. The learning rate 5 - 10~° and batch size 4 were the same for all the models.
We used the following parameters to generate’: top_p=0.95, top_k=50, do_sample=True, max_new_to-
kens=150, no_repeat ngram_size=3. The generated sequence was segmented into sentences using the
natasha library®. The first sentence was used for annotation.

Thus, we test six models:

e a fine-tuned whole model,
a model with fine-tuned last layer,
an original model with 220 special tokens in prompt,
an original model with 124 special tokens in prompt,
an original model with a prompt containing various aspects,
an original model with a prompt containing one aspect of interest.

4.2 Results and Discussion

Using each of the six models, 254 sentences were generated for 5 aspects of the corpus, that is, 1,524
sentences were obtained for annotation. We determined the number of sentences generated in accordance
with the distribution of aspects by claims in the original corpus (Appendix B), excluding rare <claim-
aspect> pairs, which accounted for only 1 or 2 premises.

The annotation was done by three annotators, for which the method of generating sentences was hid-
den. The annotator evaluated the generated sentence according to several parameters:
whether the sentence is a premise for the specified claim (0/1);
if the sentence is a premise, then what aspect is expressed in it;
whether the sentence contains grammatical errors (0/1);
whether the sentence contains a violation of logic (0/1).

For each generated premise, the annotator could indicate 3 aspects from the full list of aspects (Ap-
pendix A).

We considered as premises those sentences that were annotated as premises by at least two annotators,
the same rule was applied to identify sentences with grammatical errors and violations of logic. Exam-
ples of premises with grammatical and logical errors (for the claim: "Need to save for retirement"):

o Oblmb OCMOPOACHBIM. IO OZHAYAET. UMeMb HAKONIEHUs U HU 8 KoeM cayude He 0eiamb

neHcuonHvle coepedcenus 6mom bamke, 8 KOMOPOM OHU, NO KpatiHeu Mepe 8 Onudcatiuiue
nAMb Jlem A6ISI0MCs 2apPAHMUPOSAHHbIM GKIA0OM U,eCiU MAaKAas CUMyayusi 603HUKHEM, No
ucmeueHuy makozo e 8peMeHU C Yenvlo nociedyroue2o uxcuema 8 bawke, 0e onu 6yoym
2apaHMUPOBanbl HA 6Ce CAYYAaU JCU3HU, HO HU 8 KAKUX OPYIUX.
[to be careful. this means: to have savings and in no case make pension savings in a bank in
which they are, at least for the next five vears, a guaranteed deposit and,if such a situation
arises, after the same time with a view to their subsequent account in a bank where they will be
guaranteed for all occasions, but in no other.];

o Crnedyem Oenamv NEHCUOHHYIO cOepedicetUsl, KOMOopble 6ePHYM 6 UOE NPOYEHINO8, NOJYHEHHbIX
34 AKMUGHL, 8 MOM YUCILE AKMUBLL, KOMOPble ObLIU HAYUCTEHbL 8 PE3YIbmame 00eCyeHeHUsL,
[One should make retirvement savings, which will return in the form of interest received on assets,
including assets that have been accrued as a result of impairment; ].

¢ https://huggingface.co/docs/transformers.
7 https://huggingface.co/docs/transformers/main_classes/text_generation.
8 https://github.com/natasha/razdel.
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If at least one annotator indicated among the three aspects the one on which the sentence was gener-
ated, then we considered this sentence as a premise generated by the required aspect.

The inter-annotator agreement, calculated on the basis of Krippendorft's alpha, was 0.5781 for prem-
ise annotation, and 0.4911 for aspect annotation (whether the required aspect is present in the premise).
The most difficult topics for premise annotation were "Retirement savings" (0.3601) and "Online shop-
ping" (0.4578); the easiest topics were "Distant work" (0.8059) and "Shooters" (0.7648). The most dif-
ficult topics for aspect annotation were also "Retirement savings" (0.2356) and "Esports" (0.2639); the
easiest topics coincided with premises: "Distant work" (0.6290) and "Shooters" (0.7185).

Table 1 shows the number of trainable parameters for each model and the statistics of the generated
premises: the number of premises generated by the model; the number of premises generated for the
required aspect and the number of premises generated for the required aspect that do not contain defects
(grammatical errors or violation of logic). The table also shows the proportion (in percent) of such prem-
ises among all sentences generated by the model (indicated in brackets).

: # generated . Premises Premises on as-
# trainable & Premises pects without
Model sentences on aspect
parameters (%) defects
# % # % # %

Fine-tuned 760,300,032 254 158 | 62.2 131 | 51.6 33 13.0
whole model (100%)
Fine-tuned 77,194,752 36 14.2 26 10.2 9 3.5
last layer
Prompt-tuned-220 337,920 125 | 49.2 86 | 339 75 29.5
Prompt-tuned-124 190,464 101 39.8 72| 284 63 24.8
Few-shot learning 0 49 19.3 27 10.6 21 8.3
all aspect
Few-shot learning 0 41 16.1 26 10.2 21 8.3
selected aspect

Table 1: Number of trainable parameters and statistics of generated premises for each model

The largest number of premises (column 3) and premises on the required aspects (column 4) was
generated by fine-tuned whole model. The quality of the generated premises (column 5) is higher for
prompt-tuned and few-shot learning models than for fine-tuned models. Perhaps this is due to the mod-
ification of the model weights during fine-tuning, which to some extent violates the grammatical cor-
rectness of the generated texts.

Table 2 shows examples of generated premises. Each example was labeled by three annotators as a
premise on the required aspect.
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Claim: Video games have a positive effect on people

Aspect: Impact on health

Model Generated premise
Fine-tuned Oonaxo uccnedosanusi, 8 KOMOPLIX y4ACmEosaiu 15-1emuue WKOIbHUKY, NOKA-
whole model 3aU, YMO MHO2Ue U3 HUX USPANU 8 BUOeOUSPbL 8 OMCYMCMEUE PEAlbHOU YePo3bl

IAHCU3BHU UTU 300p06‘b10 u maxkum 06[)6130/1/1 noOIYYajilu 603MOIAHCHOCMb BbINJIECHYMb
C6010 aecpeccuio.

[However, studies involving 15-year-old high school students showed that many
of them played video games in the absence of a real threat to life or health and
thus got an opportunity to express their aggression.|

Fine-tuned last 9MO CEA3AHO C MeM, Yo MHO2Uue NOOPOCMKU HPOBOOSN 8peMsl 3a 8UOeOUSPAMU,
layer 8 KOMOPbIX UM O0ArOm WAHC UCNONb308AMb CNOCOOHOCMU MO320 U CO3HAHUSL 8
onpedeneHHbIX 00acmsx c80e20 80CNPUAMUsL PedalbHOCHU, NOGbIUASL CIENeHb
C80€20 pazeumus U, COOMEemcCcimeeHHO, WAHC YCReUWHO20 NONYYeHUs pe3yibmamda
6 MOM UNU UHOM U3 MHORUX Cy4aes, O KOMOPOM 8 HUX 2060PUMCA.

[this is due to the fact that many teenagers spend time playing video games in
which they are given a chance to use their brain and consciousness abilities in
certain areas of their perception of reality, increasing their degree of development
and thus their chance of success in one or another of the many cases they are
talking about.]

Prompt-tuned-220 | B uccredosanuu 6110 nokasano, umo me, Kmo uepaem 6 guoeoucpwl, 8 2,5 paza
yawe cmpaoarom 3a001e8aHuem CoOCy008 20108H020 MO32a NO CPABHEHUIO C MeMU,
KMO He uepaem 8 uepbl.

[The study showed that those who play video games are 2.5 times more likely to
suffer from cerebral vascular disease compared to those who do not play games.]

Prompt-tuned-124 | B xo0e uccnedosanusi MeOuxu uzyyuiu eiusiHue uep Ha arooetl U NPUULIU K 8b1800Y,
Ymo 100U, uepasuiue 8 UOEOUsPvl, CMpPAOAIom om pasiudnslx bonesHel yauye.

[During the study, doctors have studied the effect of games on people and con-
cluded that people who played video games, suffer from a variety of diseases more

often.]
Few-shot learning | »61 vacmo ucnonv3yrom eudeouepsol 05 pazgumus MOMOPUKYU U KOOPOUHAYUU 08U~
all aspect JIceHull;

[often use video games to develop motor skills and motor coordination; ]

Few-shot learning | ssicobie 3D-axpanusie sudeoucpvl mMocym npugecmu K NCUXu4eckum 3aboneea-
selected aspect HUAM. ...

[3D screen video games can lead to mental illness. ...]

Table 2: Examples of generated premises. Defects are highlighted in red, the symbol "..." means that
the continuation of the sequence does not refer to the premise and contains errors

When evaluating generation methods, it is important to understand whether the model replicates the
training data. To determine the similarity between the generated premises and the training data, we cal-
culated the average and maximum ROUGE-L and cosine similarity between the generated premises of
each model and the premises of the training corpus (Table 3). Cosine similarity was calculated using the
RuBERT model [3] and the Sentence Transformers library®.

9 https://www.sbert.net/
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ROUGE-L Cosine similarity
Model
mean max mean max
Fine-tuned whole model 0.0468 0.4800 0.6255 0.9400
Fine-tuned last layer 0.0445 0.3590 0.5859 0.9288
Prompt-tuned-220 0.0487 0.4000 0.6107 0.9501
Prompt-tuned-124 0.0448 0.3478 0.5913 0.9332
Few-shot learning all aspect 0.0459 0.2632 0.5998 0.9245
Few-shot learning selected aspect 0.0487 0.2500 0.6018 0.9279

Table 3: ROUGE-L and cosine similarity between the generated premises and the premises of the
training corpus

With the maximum mean cosine similarity of 0.6255 across the models, the mean ROUGE-L of the
fine-tuned whole model does not exceed 0.05. The maximum value of ROUGE-L among all models was
shown by the fine-tuned whole model, while the maximum cosine similarity value was shown by the
prompt-tuned model. However, even similar premises have clear differences. We give examples of
premises that obtained maximum ROUGE-L and cosine similarity scores:

e Corpus sentence: B 2014 200y enasa banka Icmonuu 0CmMoposCHO OMMEYA OMCYMcmeue 00-
Kasamenbcmea moeo, umo bumxotin ne agisemcs gunancosou nupamuoot [In 2014, the Gov-
ernor of the Bank of Estonia was careful to point out the lack of proof that Bitcoin is not a
pyramid scheme].

Generated sentence: 3as6u1, umo OUMKOUH He AGISAEMC CAMOCHMOAMENbHOU PUHAHCOBOU NUL-
pamuooti [stated that Bitcoin is not a financial pyramid in its own right].

e Corpus sentence: Eciu mvl 6yoewb niamumes peHmy 6 OUMKOUHAX, Mbl Modicellb 00AHKDPO-

MUmMvbCsL 6 Cyuae eciiu OH CUIbHO NOUOem 68epxX, d Meoll 00X00 NPUBS3AH K (PUAMHBIM OeHb2aAM
[If you pay your rent in bitcoins, you can go bankrupt if it goes up strongly and your income is
tied to fiat money].
Generated sentence: 9mo npugooum K pucky bl800a AKMUB08 U OEHENCHbIX CYMM C KPAMHOU
yenvio, m.e. npu NEPEOHAUANLHOL COETKe ¢ OUMKOUHAMU UHBECTNOP PUCKY e NOYYUMb YObIMOK
u nodsepenyms pucky ceou naxonienus | This leads to the risk of withdrawing assets and sums
of money in multiples, i.e. in an initial bitcoin transaction an investor risks making a loss and
putting his savings at risk].

Thus, we can conclude that the models generate different premises from the training examples.

We also tested the ability of the resulting models to generate premises for unfamiliar claims and as-
pects. This means that the training data for the fine-tuned and prompt-tuned models did not contain these
claims and aspects, and the prompt of the few-shot model did not contain examples for these claims and
aspects. To test this, we generated three five-aspect sentences for two claims using each model:

e claim: "Children's camp affects the child positively",
aspects: "Intellectual development", "Moral aspect”, "Communication with people", "Popular-
ity", "Entertainment";

e claim: "Free money is better spent than saved",
aspects: "Standard of living", "Legal aspect", "Efficiency", "Attitudes of the authorities", "Pro-
spects".

Thus, we obtained 150 sentences for annotation. This annotation was conducted similarly to the pre-
vious one. The results of the analysis are presented in Table 4.

Inter-annotator agreement, calculated with the help of Krippendorff's alpha, is 0.4538 for the annota-
tion of premises, and 0.3006 for the annotation of aspects (whether there is a required aspect in the
premise).
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. Premises
. Premises
Model # generated Premises on aspect oon aspects
sentences (%) without defects
# % # % # %
Fine-tuned whole model 18 60.0 1 36.7 1 33
Fine-tuned last layer 3 10.0 0 0.0 0 0.0
Prompt-tuning 220 o 7 23.3 6 20.0 6 20.0
Prompt-tuning 124 30 (100%) 6 20.0 4 13.3 3 10.0
Few-shot learning 8 26.7 2 10.0 1 33
all aspect

Table 4: Statistics of generated premises on unfamiliar aspects for each model

In this experiment, the fine-tuned whole model also showed the best result.

Table 5 shows examples of generated premises for unfamiliar aspects. For each example, the number
of annotators who considered the sentence to be a premise and whether the premise expresses the re-
quired aspect are given.

Claim: Children's camp has a positive effect on the child
Aspect: Communication with people
Model Generated premise Voting | Aspect
Fine-tuned Ho 6 peanvrocmu demu 3auacmyro auuiensbl makoi 603MONCHO-
whole model | cmu, nomomy umo naxooames @ CmMeCHeHHbIX YCI0BUAX, UX NO-
CMOSIHHO OKPYIHCAIOM UydcUe 100U, Om KOMOPLIX OHU He MO2YM
KPbIMbCAL. GOTbINE OYMANb NO3UMUGHO ...
YKp i 3 from 3 +
[But in reality, children are often deprived of this opportunity, be-
cause they are in cramped conditions, they are constantly sur-
rounded by strangers, from whom they can not hide.]
Fine-tuned Ymeepoicenue: B nacepe ecmov paboma u ibeomsi 015 0emeli;
last layer 2 from 3 -
[The camp has jobs and benefits for children;]
Prompt- Kopomrxo, 6 omauuue om mpaduyuounvlx nazepei, 0as Ooemell
tuned-220 npo6oosim MaxK HA3bl8demMoe KOMMYHUKAMUEHO OPUEHIMUPOBAH-
HO€e NPOCMPAHCMB0 UTU HPOCMPAHCIBO QesTMETbHOCTU.
pocmp. pocmp 2 from 3 +
[Briefly, unlike traditional camps, a so-called communication-
oriented space or activity space is held for children.]
Prompt- Brusnue na demeii ¢ demckom 8o3pacme modicem Oblmb HO3U-
tuned-124 MUBHLIM, K020a T00U, ¢ KOMOPbIMU OH CHIAIKUBAEMCS, 567~
FOMCSL HOPMATLHBLMU, HO MOJCem ObIMb U He2AMUBHBIM, KO20d OH
CMANKUBAEMC Sl C HEHOPMAIbHBIMU.
P 3 from 3 +
[The impact on children at an early age can be positive when the
people he encounters are normal, but it can also be negative when
he encounters the abnormal.]
Few-shot Hemcxuii nazepv aensiemcs ayvuum Mecmom Oisk PACKPbIMUsL
learning Meop4ecKux cnocobrHocmeti y demetl, 4mo NO36011em UM Yy6-
cmeosamb cebs bonee KomopmHuo;
pop 3 from 3 -
[Children's camp is the best place to unleash creativity in chil-
dren, making them feel more comfortable;]

Table 5: Examples of generated premises on unfamiliar aspects. Defects are highlighted in red, the
symbol "..." means that the continuation of the sequence does not refer to the premise and contains errors.
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5 Conclusion

The paper explored aspect-based argument generation in Russian. Five aspects were considered:
"Safety", "Impact on health", "Reliability", "Money", "Convenience and comfort". The models were
trained using different approaches (fine-tuning, prompt-tuning and few-shot learning). The best model
was wholly fine-tuned on the aspect-based corpus of premises. This model generated 51.6% of the prem-
ises on the given aspects, the model obtained using the prompt-tuning approach gives 33.9% of the
premises on the given aspects, and with the few-shot learning approach — 10.6%.

The problem of fine-tuned models is the low level of grammatical correctness of the generated prem-
ises compared to the prompt-tuning and few-shot learning models. For example, for the best fine-tuned
model out of 131 generated premises without grammatical errors and logic violations, there were 33
premises (25.2%), and for the prompt-tuned-220 model, 75 out of 86 premises (87.2%) were correct.
When the post-processing of the generated sentences is complicated or impossible for some reason,
prompt-tuned models become preferable.

It is important to note that fine-tuned models are able to generate premises on new, unfamiliar aspects.
For example, the fine-tuned whole model was able to generate 36.7% of premises (11 premises for the
required aspect out of 30 generated sentences). This allows us to hope for the potential application of
such models for a wide range of topics.

In the future, we plan to expand the annotated corpus of premises and aspects and use reinforcement
learning [7].

We made the best fine-tuned model for generating premises on the given aspects available to the
public.
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Appendix A
Aspect Frequency in the corpus, sentences
Safety 133
Impact on health
(Impact on health + Influence on the psyche) 107.(36 +51)
Reliability 90
Money (Price + Profitability) 89 (55 + 34)
Convenience and comfort 88
Attitude of the authorities 78
Prospects 72
Efficiency 39
Standard of living 26
Legal aspect 26
Environmental friendliness 23
Communication with people 22
Popularity 15
Quality 12
Career 9
Intellectual development 7
Entertainment 7
Moral aspect 4

Table 6: Frequency of aspects in the corpus'’

10 The arguments in the table are not unique, since one sentence can have several aspects.
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Appendix B
Aspect Total
Topic Claim Impact o Convenience
Safety on health Reliability | Money and comfort
Paper and Paper books are better
e-books than e-books ! 0 0 0 / 8
Children's Children should be
. encouraged to create 1 11 0 2 0 14
video blogs
vlogs
. , Gadgets have
C;l(;ldertesn S a positive effect on 12 59 0 0 0 71
gaag children
Blood donation | D0Omation s necessary 6 14 0 0 0 20
for society and safe
Esports should be
Esports made an Olympic 0 1 1 4 0 6
sport
You need to use
Cryptocurrency | cryptocurrency and 87 1 59 30 24 201
invest in it
Online Online education can
education compete with 0 0 0 5 2 7
traditional education
Ret}rement Need t.o save 0 0 15 4 1 20
savings for retirement
Online
shopping Should shop online 1 0 ! 0 10 22
Supermuirs | 1o 02
and food P . 6 0 2 7 11 26
markets supermarket, not in
the market
Remote work is
Distant work preferable to office 3 1 0 6 11 21
work
Freelancing is better
Freelance than being hired 0 1 1 4 2 8
Video games have a
Shooters positive effect on a 0 19 0 0 0 19
person
Electric cars | C\COUIC Cars are better 6 0 1| 27 20 64
than regular cars
Total 133 107 90 89 88 507

Table 7: Distribution of corpus topics by aspects'!

! The arguments in the table are not unique, since one sentence can have several aspects.
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