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Abstract

This paper describes methods for sentiment analysis targeted toward named entities in Russian news texts.
These methods are proposed as a solution for the Dialogue Evaluation 2023 competition in the RuSentNE shared
task. This article presents two types of neural network models for multi-class classification. The first model is a re-
current neural network model with an attention mechanism and word vector representation extracted from language
models. The second model is a neural network model for text2text generation. High accuracy is demonstrated by
the generative model fine-tuned on the competition dataset and CABSAR open dataset. The proposed solution
achieves 59.33 over two sentiment classes and 68.71 for three-class classification by f1-macro.
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Аннотация

В данной статье представлено описание решения задачи анализа тональности по отношению
к заданным именованным сущностям в новостных текстах, выполненного в рамках на Dialogue
Evaluation в 2023 году (RuSentNE). В статье исследуется две типа нейросетевых моделей для
решения задачи мультиклассовой классификации: рекурентная нейросетевая модель с внимани-
ем и векторным представлением слов, полученных из языковых моделей, а также нейросетевая
модель для генерации текста в заданном формате. Лучшие результаты показала генеративная
модель с подобранными гиперпараметрами и дополнительной настройкой на данных соревнова-
ния и доступного открытого корпуса CABSAR. Предложенное решение достигает точности по
метрике F1-macro: 59.33 для двух классов тональности и 68.71 для трех классов.

Ключевые слова: мультиклассовая классификация, тональный анализ, text2text генерация,
нейронные сети
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1 Introduction

Sentiment analysis in relation to an entity in a news text is an important direction in the field of opinion
mining and Natural Language Processing (NLP). The demand for effective approaches to targeted senti-
ment analysis grows with the increasing amount of news data (Brauwers and Frasincar, 2022; Zhang et
al., 2022).

In recent years, solutions of this problem have transitioned from traditional machine learning methods
(such as support vector machine or decision trees) to modern neural network models based on the Trans-
former architecture (Vaswani et al., 2017), in particular, large language models (LLM) like BERT (Devlin
et al., 2018) or GPT (Radford et al., 2018).

Several methods for targeted sentiment analysis task were proposed based on these approaches. For
example (Sun et al., 2019), by constructing an auxiliary sentence from the target, this task can be conver-
ted to a sentence-pair classification task. The authors of that paper (Sun et al., 2019) used a pre-trained
BERT model fine-tuned on Sentihood and SemEval2014 Task 4 datasets. This method achieved the
accuracy of 0.933. Another work (Ma et al., 2017) uses the Interactive Attention Network (IAN) with at-
tention mechanism between a target (words that belong to the named entity) and its context. Put together
with a recurrent neural network based on Long Short Term Memory (LSTM) layers, that network im-
proved the accuracy by 5.6% compared to the ordinary LSTM on SemEval 2014 Task 4 dataset (Laptop
part) (Kirange et al., 2014). An approach (Zhang and Lu, 2019) that used a pre-trained BERT model
with point-wise feed-forward networks (PFFN) and Multi-Head Attention (MHA) increased the accur-
acy further by 4.25%, up to 76.35%, on the same dataset.

Generative models based on text generation (text2text) like GPT, BART (Lewis et al., 2019), or
T5 (Raffel et al., 2020) can be used for the targeted sentiment analysis as well. A paper (Mishev et
al., 2020) presented the BART language model with a dense layer for classification. This model was
fine-tuned on SemEval 2017 Task 5 dataset (Cortis et al., 2017), achieving the f1-score of 0.95. Another
work (Zhang et al., 2021) proposes an adaptation of a pre-trained T5 model. The authors induce the
T5 model to generate text with sentiment elements for named entities. This approach demonstrates the
f1-score of 69.42 on SemEval 2016 data (restaurant part) (Pontiki et al., 2016). These works show the
efficiency of text2text models for the targeted sentiment analysis task and highlight the potential of using
pre-trained generative models.

For the Russian language, solving entity-oriented sentiment analysis task is complicated by the limited
amount of available datasets. Previous SentiRuEval competitions in 2015 and 2016 (Loukachevitch et
al., 2015; Loukachevitch and Rubtsova, 2016) provided several open datasets. Labeled sentiment entities
in the common case are for which sentiment was labeled were defined as words and expressions that de-
note some important characteristic of an entity (like ‘kitchen’ or ‘interior’ in SentiRuEval2015-reviews)
or predefined company names (for tweets in SentiRuEval2015-tweets and SentiRuEval2016-tweets). Be-
sides the competition datasets, an open corpus CABSAR has recently been introduced (Naumov et al.,
2020). This corpus contains Russian-language sentences for three different domains: news, tweets, and
posts from social networks. Each sentence includes labeling for named entities (Person and Location)
and sentiment, labeled for each entity by three classes (positive, negative, and neutral). Sentiment la-
beling was performed by crowdsourcing.

The RuSentNE-2023 dataset (Golubev et al., 2023) significantly expands the available sets of labeled
examples in the Russian language for the entity-oriented sentiment analysis task. Therefore, the purpose
of this work is an investigation of two neural network methods for this task using the RuSentNE-2023
dataset:

1. the first method is based on a multi-class classification task. Here we have chosen a well-known
neural network architecture based on a recurrent neural network model, which has demonstrated
high efficiency in similar tasks. Word vector representations are obtained from large language
models known to be efficient in various classification tasks (see section 3.1);

2. the second method is based on the text generation (text2text) approach. The T5 model for the
Russian language is used. In this case, several variants of labeling data for output text sequences
are tried (see section 3.2).

Moloshnikov I., Skorokhodov M., Naumov A., Rybka R., Sboev A.

2



Dataset Num.
of samples

Avg. length
(in chars)

NE sentiment class
Positive Neutral Negative

RuSentNE (train part) 6637 151.2 856(12.9%) 4774(71.9%) 1007(15.2%)
CABSAR 6705 129.5 2289(34.1%) 3068(45.8%) 1348(20.1%)

Table 1: Number of examples for each sentiment class for the datasets used.

Named entity
tag name

RuSentNE-2023
CABSAR

Train-subpart Valid-subpart
Pos. Neg. All Pos. Neg. All Pos. Neg. All

PERSON 339 290 1546 82 73 388 1962 1078 5070
ORGANIZATION 146 210 1168 40 51 319 327 270 1635
COUNTRY 109 168 1022 33 44 252 - - -
PROFESSION 68 108 1352 11 23 314 - - -
NATIONALITY 23 29 221 5 11 55 - - -

Table 2: Number of examples for each sentiment class by NER tags for the datasets used.

Our main contributions are:
1. two neural network methods are compared for the entity-oriented sentiment analysis task in Russian

news texts;
2. the efficiency of merging several open-source datasets is evaluated for each method;
3. the dependence of the accuracy on applying methods for reducing computations during network

fine-tuning is studied.
This paper is organized as follows: Section 2 describes the task and characteristics of the datasets used.

Section 3 presents methods used for the entity-oriented sentiment analysis task, including neural network
architectures, word vector representations, and pre-trained models. Section 4 demonstrates metrics for
model validation, experiment results, and hyper-parameters of the final models.

2 Task and Datasets

The RuSentNE-2023 task (Golubev et al., 2023) is sentiment analysis in relation to named entities in
a news text in the Russian language. Named entities of the following types are predetermined in the
text: PERSON, ORGANIZATION, PROFESSION, COUNTRY, and NATIONALITY. The purpose of
this task is to classify each of the given named entities into three sentiment classes: positive, negative,
or neutral. The RuSentNE dataset contains train, development, and final-test parts. Each part includes
sentences with labeled entities and their types. The train part has sentiment labels for named entities.
The development part allows one to check the performance metric on the interface of the competition
website 1.

Table 1 shows some statistics on the train part. Analysis of this table shows the following:
1. there is an imbalance of examples for different sentiment classes: entities of neutral class are pre-

dominant;
2. entities with different sentiment classes can be in the same sentence.
Since labels of the development part are only available online, to optimize the hyperparameters of the

models, the train part of data is divided into 80% and 20% while preserving the representativeness of
examples of sentiment classes. The first subpart (train-subpart, 5309 examples) is used to train models,
and the second subpart (valid-subpart, 1325 examples) is used to estimate the efficiency of the models’
hyperparameters. Table 2 shows the total number of examples for each sentiment class by NER tags for

1RuSentNE on CodaLab: https://codalab.lisn.upsaclay.fr/competitions/9538
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Figure 1: IAN model architecture.

train- and valid- subparts.
CABSAR (Naumov et al., 2020) is the closest corpus available in the Russian language to the dataset

presented in the RuSentNE-2023 competition(Golubev et al., 2023). Therefore, this corpus was used
to increase the number of train subpart examples. This corpus contains 6705 sentences in the Russian
language from several sources: 2105 from LiveJournal blogs, 2603 from Lenta.ru news, and 1997 from
Twitter. Named entity sentiment is labeled in these sentences by crowdsourcing. Table 1 and Table 2
show the number of samples and named entities for each sentiment class.

3 Methods

3.1 Multiclass Classification
This approach is based on a deep neural network with attention (Interactive Attention Network -
IAN) (Ma et al., 2017). The authors of CABSAR (Naumov et al., 2020) used it to obtain baseline accur-
acy for the entity-oriented sentiment analysis task. Therefore, it was chosen to evaluate the accuracy of
the RuSentNE-2023 task as a multiclass classification approach.

This method analyzes the input text sentence and splits it into two input sequences: for context (Input
Sequence #1 in Figure 1) and target (Input Sequence #2 in Figure 1). The first input sequence is all
the words of the sentence that contain a named entity, and the second input sequence is the words that
belong to the same named entity for which sentiment is to be predicted. Word vectors obtained from
these sequences are fed to a recurrent neural network based on LSTM layers with attention mechanism
(see Figure 1).

The original IAN model used the GloVe (Pennington et al., 2014) as a word embedding model. The
authors (Naumov et al., 2020) obtained a 0.7 f1-macro score on CABSAR using the ELMo language
model (Peters et al., 2018) as a word embedding.

The following language models for word embedding are studied:
• ELMo (Peters et al., 2018) – word vector representations are formed based on Bidirectional LSTM

layers. For the Russian language, a model trained on the Wikipedia text corpus is used from the
DeepPavlov library 2.

• RuBERT (Kuratov and Arkhipov, 2019) is a model based on the Transformer architecture, obtained
from Multilingual BERT pre-trained on 104 languages (Devlin et al., 2018). Then, that Multilingual
BERT was trained on Wikipedia text corpus in the Russian language. The RuBERT used in this

2ELMo on Russian Wikipedia: http://docs.deeppavlov.ai/en/master/features/pretrained_vectors.html#elmo
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Type of Input Text of Sentence
A. В роли Тони Сопрано Гандольфини удалось впервые создать образ ганг-

стера с человеческим лицом.
In the role of Tony Soprano, Gandolfini managed to create the image of a
gangster with a human face for the first time.

B. В роли [Тони Сопрано] Гандольфини удалось впервые создать образ ганг-
стера с человеческим лицом
In the role of [Tony Soprano], Gandolfini managed to create the image of a
gangster with a human face for the first time.

C. Тони Сопрано. В роли [PERSON] Гандольфини удалось впервые создать
образ гангстера с человеческим лицом
Tony Soprano. In the role of [PERSON], Gandolfini managed to create the
image of a gangster with a human face for the first time.

Table 3: Options of data input for the text generation model.

paper is the large version of RuBERT is taken from the Huggingface3 library.
• XLM-Roberta (Conneau et al., 2019) is a model based on the Transformer architecture, trained on

2.5 TB of data from CommonCrawl. The CommonCrawl data contains text in 100 languages, of
which the Russian language is one of the most representative.

3.2 Text2text Generation
This approach is based on a generative neural network model with the Transformer architecture –
T5 (Raffel et al., 2020). This model generates a new text from an input text. It consists of Encoder
and Decoder blocks. The Encoder block accepts input text sequences as their word vector representa-
tion. The Decoder block generates new output text sequences.

Different options of input information for the text generation model were tested (see examples in
Table 3):

A: source sentence text without any changes.
B: named entity in source sentence text is highlighted by square brackets, e.g. ‘Tony Soprano’ is

replaced by ‘[Tony Soprano]’.
C: named entity type is replaced in source sentence text, e.g. ‘Tony Soprano’ is replaced by ‘[PER-

SON]’. The named entity text is added at the start of the source text.
Output text is one of the possible sentiments for the analyzed named entity: negative, neutral or

positive.
Two T5-based models are considered within this approach: ruT5-base 4 and ruT5-large 5. These

models are an adaptation of T5-base and T5-large models for the Russian language. Wikipedia, books,
news, and CommonCrawl texts were used to train them. The model dictionary size is 32101 tokens. The
number of parameters is 220 million for the "base" model and 737 million for the "large" model.

4 Experiments

4.1 Metrics
As mentioned in the evaluation criteria of the RuSentNE-2023 competition, the main performance metric
is the macro F1_pn-score, and the macro F1-score will be considered auxiliary. For macro-averaging,

3RuBERT-large: https://huggingface.co/ai-forever/RuBERT-large
4RuT5-base: https://huggingface.co/ai-forever/ruT5-base
5RuT5-large: https://huggingface.co/ai-forever/ruT5-large
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№ Embbedding
name

Add.
data

Hyper.
optim.

MLM
tune

Valid-subpart Final-test-part
F1-macro F1_pn-score F1-macro F1_pn-score

1 ELMo - - - 62.57 53.14 54.53 42.36
2 XLM-R-large - - - 54.47 45.86 50.47 38.52
3 RuBERT-large - - - 61.38 52.00 55.37 43.76
4 ELMo + - - 61.10 50.32 54.96 44.14
5 XLM-R-large + - - 50.49 42.38 51.12 41.97
6 RuBERT-large + - - 60.68 51.53 55.94 46.20
7 XLM-R-large - + - 58.07 47.36 54.66 42.16
8 RuBERT-large - + - 65.82 56.29 57.09 44.67
9 XLM-R-large + + - 64.63 54.44 57.45 45.36
10 RuBERT-large + + - 66.79 56.80 59.46 48.17
11 XLM-R-large - + + 64.04 54.22 56.78 44.24
12 RuBERT-large - + + 67.76 58.68 56.17 43.85
13 XLM-R-large + + + 64.69 54.99 56.05 46.16
14 RuBERT-large + + + 65.88 56.21 54.80 44.77
- RuSentNE-2023 - - - - - 56.71 40.92

Table 4: Results of the IAN model.

the F1-score calculation is averaged for each class separately. F1_pn-score is calculated by averaging the
F1-score of two sentiment classes: negative and positive, excluding the neutral class.

4.2 Interaction Attention Network
The following experiments was performed with the IAN model:

• comparison of language models as word embeddings as part of the IAN model. In this case, hyper-
parameters were used from (Naumov et al., 2020). Only competition data are used for training;

• analysis of the impact of expanding the training samples by using additional data (CABSAR cor-
pus);

• running hyperparameters optimization experiments with the RayTune library (Liaw et al., 2018) and
selecting the more effective combination. The OpTuna framework (Akiba et al., 2019) was used as
a search algorithm. The following hyperparameters were optimized: the size of the LSTM layer
(hidden_dim), learning rate, batch size, etc.;

• pre-training of the language model used in IAN on the Masked-Language Modeling (MLM) task
with 5000 steps and batch_size=64 on the train-subpart of the RuSentNE-2023 dataset. The model
checkpoint was saved every 1000 steps, and the best one on the valid-subpart was selected.

The results of these experiments are shown in Table 4. Analysis of the results shows that the IAN
model with word embeddings from the RuBERT-large model, using additional data, and with the hyper-
parameters optimization (exp. №10) has the best results among other methods: 48.17% and 59.46% by
F1_pn-score and F1-score respectively on the final-test part of the data. It is better than the RuSentNE-
2023 baseline by 7.25% and 2.75% respectively. In addition, there is an increase in scores in all ex-
periments on the final-test part with using additional CABSAR data. Note that after hyperparameter
optimization, IAN model with embeddings from RuBERT-large showed better results than with embed-
dings from XLM-R-large, although it has less parameters.

The best results of these models were obtained with the hyperparameters presented in Table 6.

4.3 ruT5 Model
Experiments with this model included: selecting the more effective option for input data representation,
and evaluating the accuracy when using additional samples (CABSAR corpus) in the training part of the

Moloshnikov I., Skorokhodov M., Naumov A., Rybka R., Sboev A.
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Model Name Extra Data F1-macro F1_pn-score
ruT5-base (type A.) - 47.47 40.6
ruT5-base (type B.) - 66.11 56.94
ruT5-base (type C.) - 64.03 54.77
ruT5-large (type C.) - 67.27 58.9
ruT5-base (type B.) CABSAR 67.57 57.96
ruT5-base (type C.) CABSAR 67.78 58.48
ruT5-large (type C.) CABSAR 68.71 59.33
RuSentNE-2023 - 56.71 40.92

Table 5: Results of the text generation approach based on ruT5 model on the final-test part.

ruT5-large IAN-elmo IAN-RuBERT-large IAN-XLM-R-large
input text length 164 - - -
output text length 4 - - -
learning rate 10−5 10−2 3.7 * 10−4 2.2 * 10−5

batch size 64 4 64 128
LSTM hidden_dim - 32 256 256
dropout - 0.3
train epochs 50 300 with early stopping
optimizer Adam

Table 6: Hyperparameters for the best models.

data. Table 5 shows the results of experiments on the final-test part with ruT5 models.
As a result, the best model is ruT5-large with type "C" representation of input data, trained on the

extended train part. Adding the CABSAR corpus, F1-score increases by 1.5%.
Text sequence generation is performed by Beam search with the number of beams equal to 2. For the

final model, the hyperparameters were presented in Table 6.
The input text length (number of tokens) is set based on the maximum source sentence length in the

competition dataset. The output text length is set based on the maximum number of tokens among the
words "негативная" ("negative"), "нейтральная" ("neutral"), "позитивная" ("positive").

Calculations were conducted on the following equipment:
• ruT5-base model: Intel Xeon E5-2650v2 (2.6 GHz), 128 GB RAM, Nvidia Tesla K80;
• ruT5-large model: Intel Xeon E5-2630v4 (2.2 GHz), 64 GB RAM, Nvidia Tesla V100.
Additionally, a comparison of accuracy was performed for ruT5-large models (type C.) trained with

and without Parameter-Efficient Fine-Tuning (PEFT)(Sourab Mangrulkar, 2022). In this case, the pos-
sibility of saving model accuracy was checked when training on small computing resources:

• Intel Xeon E5-2650v2 (2.6 GHz), 128 GB RAM, Nvidia Tesla K80
LORA(Hu et al., 2021) was used as the PEFT method. This method performs low-rank adaptation. It

fixes weights of the pre-trained model and introduces trainable rank decomposition matrices into each
level of the Transformer architecture. As a result, accuracy declined by 4% and 2% by F1_pn-score and
F1-score respectively. However, it achieved a significant reduction in computing power requirements.

5 Discussion

A comparison of the best model score on the valid-subpart demonstrates a superior performance of the
ruT5-large model for 4 of the 5 Named Entity (NE) tags (see Table 7). The accuracy of the sentiment
classification for the NATIONALITY NE tag is similar for both models. The best accuracy (F1_pn-score

7
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Named entity
tag name

ruT5-large (type C) IAN-RuBERT-large (exp-№10)
F1-micro F1-macro F1_pn-score F1-micro F1-macro F1_pn-score

PERSON 73.71 69.98 65.19 70.1 64.57 57.75
ORGANIZATION 78.68 69.76 61.53 75.55 63.16 52.39
COUNTRY 85.32 81.05 76.28 80.56 71.23 62.59
PROFESSION 90.45 65.35 50.61 88.85 61.24 44.97
NATIONALITY 85.45 77.38 70.83 85.45 77.84 71.08

Table 7: Results of the best models by NER tags.

> 70) is achieved for the COUNTRY and NATIONALITY NE tags, and the worst (F1_pn-score 50) for
PROFESSION. There are several factors involved in this, the most important of which is the balance of
classes in the dataset used. For example, the proportion of the positive and negative sentiment classes to
the total number of samples is 28% for COUNTRY and 25% for NATIONALITY NE tags. In contrast,
the same proportion for the PROFESSION NE tag is 13%.

In this regard, improved accuracy can be achieved by:
• increasing the number of training data examples for the target task. This is confirmed by experi-

ments with the addition of CABSAR data to the train-part of the RuSentNE-2023 dataset;
• applying more complex generative neural network models and training on larger datasets (e.g.

GPT(Radford et al., 2018), T5-XXL(Raffel et al., 2020)).
Both datasets used in this paper extend the number of labeled examples for the joint task of named

entities recognition and entity-oriented sentiment analysis for the Russian-language texts. However,
they contain labels of mostly simple named entity samples, with a continuous word sequence and non-
overlapping entities. The proportion of such complex samples for the RuSentNE-2023 and CABSAR
datasets is 62 of 6637 (<1%) and 110 of 6705 (1.6%), respectively. Therefore, developing and research-
ing named entity-oriented sentiment analysis methods for complex named entities is a very promising
task.

6 Conclusion

This research shows the advantage of using a text generation approach for the entity-oriented sentiment
analysis task. According to the results, the best accuracy was shown by the ruT5-large model with
training on an extended dataset and a special input text representation. It was uploaded to the competition
leaderboard as our final submission and showed a result of 59.33, which is 19% better than the baseline
method in terms of the RuSentNE-2023 competition (Golubev et al., 2023). This result took the 5th place
in the final rating leaderboard.

Our experiments with the multi-class classification model show that this method can be used for the
target task. When using additional training data, a large language model for extracting word embeddings,
and a hyperparameter optimization method, results were obtained that exceeded the baseline by 8%.

Further research will be focused on the improvement of input and output text data representation
methods in generative neural network models, including for targeted sentiment analysis task.
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