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Abstract

The task of assessing text complexity for L2 learners can be approached as either a classification or regression
problem, depending on the chosen scale. The primary bottleneck in such research lies in the limited availability of
appropriate data samples. This study presents a combined approach to create a dataset of Russian texts for L2 learners,
placed on a continuous scale of complexity, involving expert pairwise comparisons and the Elo rating system. For
this pilot dataset, 104 texts from Russian L2 textbooks, TORFL tests, and authentic sources were selected and anno-
tated. The resulting data is useful for evaluation of the automated models for assessing text complexity.
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AHHOTAIUA

B nccrnenoBanum npecTaBiIeH NOAXO K CO3IaHUIO KOJUICKIIMH TEKCTOB, AaHHOTHPOBAHHBIX IO CIOKHOCTH JUIS
M3YYaIOIINX PYCCKHI S3bIK KaK HHOCTPaHHBIN, Ha HETIPEPHIBHOH 1IKaie, Oasupyronieiics Ha ypoBHsax CEFR. ITon-
XOJl OCHOBAH Ha IIONapHOH SKCIEPTHOM OLICHKE TEKCTOB U CUCTEeMe peUTUHIoB D10. MccneqoBanue BBIIONHEHO Ha
104 Texcrax M3 crenHAIN3UPOBaHHBIX rocoduit mo PKU n ayTeHTHYHBIX NCTOYHUKOB. [loydeHHbIC NaHHEIE [0-
JIe3HBI JUIS OLEHKHU NpPE/ICKa3aTeNIbHBIX MOJENICH YPOBHS CIOXKHOCTH TEKCTa Ul U3Y4aroIlUX PYCCKHUH fA3bIK Kak
MHOCTpaHHBII.

KnroueBble ci10Ba: CII0XKHOCTD TEKCTA; PyCCKHUH SI3bIK KAK HHOCTPAHHBIN; PEUTHHTH DI10; MONIapHOE CPAaBHEHUE

1 Introduction

The crucial initial step in text complexity studies is to establish a complexity scale and acquire a
collection of text samples marked with this scale. The model is then developed and tested based on this
data. Depending on the chosen scale, the task of text complexity evaluation can be resolved as a classi-
fication problem (resulting in the anticipated class, grades, levels) (Karpov et al. 2014; Francois, Fairon
2012; Reynolds 2016) or a regression problem (yielding any decimal number on a specified scale) (Kate
et al. 2010; Seiffe et al. 2022). Hence, not only does the algorithm's design depend on the selection of
the scale, but the researcher's fundamental perspective on the concept of text complexity as discrete
levels or as a continuum of difficulty.

The primary bottleneck in such research lies in the limited availability of appropriate training data.
Most existing datasets consist of discrete complexity levels, such as school materials annotated by grade
(Solovyov et al. 2018), age or abstract units (Pitler, Nenkova 2008), or «easy-difficult» binary scale
(Sharoff et al. 2008). Regarding the assessment of the text complexity for L2 learners, the Common
European Framework of Reference (CEFR) is the preferred choice for the majority of researchers
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(Reynolds 2016; Karpov et al. 2014; Schwarm and Ostendorf 2005; Laposhina et al. 2018; Corlatescu
et al. 2022).

1.1. CEFR levels as a complexity scale

The Common European Framework of Reference for Language Proficiency (CEFR) establishes uni-
versal standards that are utilized worldwide to determine language proficiency levels and serve as a
means to acknowledge qualifications obtained from diverse educational systems. In its current version,
the 2018 descriptors, the CEFR scale comprises 7 levels ranging from pre-Al to C2. Nevertheless, even
the CEFR descriptor's authors acknowledge the conventional nature of the proposed scale. «All catego-
ries in the humanities and liberal arts are in any case conventional, socially constructed concepts. Like
the colors of the rainbow, language proficiency is actually a continuum. Yet, as with the rainbow, despite
the fuzziness of the boundaries between colors, we tend to see some colors more than others. Yet to
communicate, we simplify and focus on six main colors» (Common European Framework 2018: 34).
Private initiatives, such as the sub-level system shown in Figure 1, based on the main CEFR scale ma-
terial and used in the Polyskills institutes network, further support the practical necessity for a more
detailed level scale.

Al.2
Al ,l
Starter

CEFR Beginner Level Elementary Level Pre-Intermediate Level Intermediate Level Upper-| Ir\levrneﬂ ate Advanced Level

Figure 1: Detailed visualization of CEFR levels for ease of use in teaching practice

In studies on Russian [.2 materials, it has been found that teachers commonly use unofficial terms to
specify the placement of a particular text within a CEFR level, such as «beginning of B1» «end of B1»
«B1+» etc (Laposhina, 2018). Consequently, the formal presentation of text complexity as a conven-
tional scale of levels does not always suit the users’ needs and requires more precise information about
the place of the text on it.

1.2. Datasets for L2 text complexity assessment task

An automated approach to the complexity assessment of the Russian L2 texts has several examples,
most of them are based on datasets with discrete levels, such as the corpus of textbooks annotated by
publishers on the CEFR scale can be used (Reynolds 2016; Karpov et al. 2014; Batinic et al. 2016;
Laposhina et al. 2018; Corlatescu et al. 2022). However, to create a non-discrete scale, expert annotation
is necessary, which can be time-consuming and expensive. Besides, some studies report a low level of
expert agreement in the direct task of assigning a text to one of the levels (Laposhina, 2018). To optimize
this step, the problem of text complexity annotation can be modified to a pairwise comparison problem
of the complexity of two texts (De Clercq et al., 2014; Chen et al.,2013).

Consider the scenario where the creation of a needed dataset is attempted not de novo, but instead
utilizing an existing dataset with discrete levels and just refining them by pairwise comparison. The Elo
rating system, originally designed to assess the relative strength of chess players (Elo, 1978), has been
applied to rank various types of data, including the complexity of the educational content difficulty
(Mangaroska et al. 2019), compiling a set of lexical and grammatical topics for Russian L2 learners and
evaluating a student's proficiency level in these topics (Jue Hou et al. 2019).

In this article, we examine a combined approach to the ranking of Russian texts for L2 learners on a
continuous scale of complexity, which involves expert pairwise comparisons and the Elo rating system.
The resulting data is useful for the creation and evaluation of automated models for assessing text com-
plexity for Russian L2 learners.
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2 Materials and methods
2.1. Data

For this pilot study, 104 texts from Russian L2 textbooks, reading sections of TORFL tests, and differ-
ent samples of authentic sources - news sites, blogs, and other media were selected. As an initial com-
plexity level, we used the information about the CEFR level indicated by textbook editors; texts from
authentic sources got initial levels C1 (blogs, news, and non-fiction notes) and C2 (academic and official
text fragments). The length of the text samples for levels A2-C2 varies from 98 to 127 tokens to save a
relatively complete idea of the text fragment. Texts for A1 level are usually shorter, so their length varies
from 55 to 103 tokens. The composition of the text sample is shown in Table 1.

Text source\ Number of texts Al A2 B1 B2 C1 C2 Total
Russian L2 textbooks 13 15 15 13 3 0 55
TORFL test reading section 2 2 3 3 2 0 12
ot ol IU I AU IO (TR I
Total 15 17 18 16 25 13 104

Table 1: Number of text samples per initial levels and text sources

2.2. Annotation process

To collect data, we have developed a special web interface for pairwise comparison of texts. First, the
window with instructions is demonstrated, and a test comparison of two texts with obvious results (ele-
mentary and very complex text) so that we could make sure that the expert understood the task correctly.
After successfully passing the instruction part, experts were asked to compare texts in pairs, having 3
options: «Left text is more difficult», «Right text is more difficulty and «It's difficult to answer». Pairs
of text samples for the main annotation track were generated randomly. In order to save annotators'
resources and not show too obvious text pairs the main annotation track, we set an additional rule that a
pair of texts should have an equal initial text level or +- one level (e.g. B1 vs B1; B2 vs C1, etc.). An
example of an interface is shown in Figure 2.

1 2
Mens 30ByT Anekcanap. Mos pogHas ctpada — Poccna. Mol poaHoi 3ameuaTenbHblA PYCCKWIA YUEHBIM-XUMUK [iMuTpuin ViBaHOBKMY
ropoa — Canxt-MNetep6ypr. 3aece Mo AoM. BoT Mos ksapTupa. Mou Merjenees, MMA KOTOPOTO CErOAHA U3BECTHO KaXAOMY
poauTtenn goma. Bor Mo nana. Ero zoeyT Bnagumup. Bel 3HaeTe, k1O obpazosaHHOMY Yenoseky, poaunca 27 aveapa 1834 roga s Cbupw, B
oH? OH uHxeHep. A 3To Moa Mama. Eé sosyT Banentura. OHa ropoge Tobonscke, B cembe gupektopa rumHazmn. OH e
ACMOXO3AAKA. 3TO MOA KOMHAaTa. 34eCh MOW CTON, MOW CTy./, MOR nocneaHnmM, cemHaauateim, pebénkom Meada Masnosrya n Mapum
wkad, MOA KpPOBaTL, MOM KHUIM, TETPaAM Amutpressl Mengeneessix. Bckope nocne poxaenun ceiqa Mean

MNaenosuu Taxeno 3aGonen, Ho Npogonxan pabotate. Yepes
HECKONBKO JIeT, NOCNE TOMO KakK OH YWeA Ha NeHCHI0, MaTepuaibHoe
noMoXeHue ceMbM CTano oueHb TPyAHbIM. FoBopa o getcrae [A.W.
MeHaeneesa, HeNb3A HE CKa3aTo 06 OrPOMHOR POAKM MATEPH B KM3HW
Gyaywero yuéHoro.

Tekct 1 cnoxHee m TekcT 2 cnoxHee

Figure 2. Interface for pairwise annotation of text complexity
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The annotation process of this study can be called «expert crowdsourcing». On the other hand, the project
was open to all potential annotators who successfully passed the validation stage (as described below). How-
ever, the promotion of the annotation project was limited to professional communities of Russian as foreign
language teachers. The sample size consisted of 102 anonymous annotation sessions, each of which entailed
10 pairwise comparisons.

To ensure the adequacy and accuracy of the expert's work, we implemented an algorithm for primary
verification. Specifically, pairs of texts with obvious right answers (text with initial level 1 or 2 VS 5 or 6)
were shown twice during each annotation session. The annotation sessions were considered reliable if both
verification tasks were completed accurately. Of the 102 annotation sessions, two had errors in both verifi-
cation tasks, 17 made mistakes in one of the tasks, and 83 passed both verification tasks and were thus deemed
acceptable for analysis.

2.3. Elo ratings

The concept behind the ratings introduced by the Hungarian mathematician Arpad Elo is to calculate
the value of a player's victory based on the predictability of his victory. Using a chess analogy, the initial
level of the text is «the rating of the player in the preliminary tournament table», which identifies who
are the «grandmasters», «beginners», and «players of comparable skill». «Matchy is a pairwise compar-
ison of texts by an expert, where the «winnery is the text marked as more difficult.

The initial level of a text is a CEFR level declared by authors and editors, converted to a numeric
format (A1 = 1, A2 = 2, B1 = 3, etc.); texts from authentic sources received starting levels 5 and 6
depending on the genre. As a result of each comparison session, texts received points: 1 - if the text
annotated was more difficult; O - if the text annotated was simpler than the other; 0.5 - if the expert found
it difficult to answer.

To adapt this idea to the text complexity task, we used formulas proposed in (Pelanek, 2016). Accord-
ing to them, the probability of «winy» for text i in a «match» with text ;j is calculated with the following
formula:

M .= ;
Y A+exp(L- L)

L . : L . : .
where ' is the level of the text i and / is the level of the text j at the moment of comparison. New
level of text i as a result of its comparison with text j was calculated with the formula:

L' =L+K (P~ M,

’

L' . L. . .
Where ~ ’ is the new assessment of the text, ' is the level of the text at the time of comparison,

Py is the score that gets i in a «match» (comparison) with text j, M is the mathematical expectation
that the i-th text will be more difficult than the j-th one. The factor K controls the maximum level ad-
justment that is possible at one round of comparison, so we set it to 0.25, following the (Ontaelio, 2016).
The L values of both texts are updated after each comparison session.

The step-by-step example of comparing two texts is presented below: text 1 «Mailman» (example 1)
is a fragment of an authentic text of an interview with a starting level of 5, text 2 «Burglary» (example
2) is a fragment of a journalistic text from the Russain L2 textbook with a level declared by authors of
B2, i.e. with initial level 4.

(1) [lo moeo kak 5 crooa ycmpounace, Oymand, 4mo nouma — 3mo yice NPOULTblil 8eK, 8p00e 20pP00-
ck020 menegona: mano kmo e nonvzyemcs. Ho, okazvieaemces, na noumy npuxooum MHONCECMBO 0-
oeii! Koneuno, 3azpyska y ecex omoeieHull pasuas, HO Hauie, HAnpumep, HAXO0OUmcs Heoanieko om
Mempo, u Hapoody 30ech cezoa xeamaem. Y mensn Ovigaem 6onvuie 150 uenosex 6 oenw, 6ceco pabo-
maiom mpu OKOwKa, mo ecmv nonyyaemcs nopsoxa 500 uenogex exceonesno. Hopma obcnyscuganus
HA KaXc0020 KIUEHMA — G0CEMb MUHYM, U 3O 04eHb MA0, KOHeuHo. Taxoeo, 4umo cKy4HO u He 3Haeulb,
yem cebs 3aHAMb, y HAC He Obleaem. Bce2oa MHO20 KNUeHmMO8, 3anpocel y 6cex pasHvie, MoabKo U ycne-
6atl WeeeTUmvCs.
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(2) Ilo cmamucmuxe 6onvuie 6ceco KEAPMUPHBIX KPAIIC COBEPUIAENICS 8 HOBbIX PALIOHAX, MAK KAK HO-
80CENbl ewé Noxo 3HaKomul ¢ coceosmu. bonvwas yacme kpasic cosepuaemces ¢ 9 0o 12 uacos (bonvuse
nonosunbvl Kpaosic) u ¢ 12 oo 15 uacoe (vemsepms cyuaes). Bopvl npeonouumarom Keapmupel Ha nepebix
U NOCNIEOHUX DMAHCAX: YACMO 3a1e3a10Mm 8 Keapmupul ¢ Kpbiud. OmKpbimoe OKHO Uy 6aIKOH — CepbesHas
owuobxa. Hesaosicno, na kakom smadice vl dcuséme. Hepeoko 60opul 3ane3aiom 6 NOHPASUSULYIOCS UM K8AD-
MUPY U3 KAPMUPsL IMAACOM 8blile UL Huice yepes bankon. [lvimasice y3Hams, 00Ma X035e6a Ui yexanu,
80pbL NPUOYMBIBAIOM HeXUMPble MAHUNYIAYUU: NEPUOOUHECKU 360HAM 6 08ePb (el X035e6a OMKPOIon,
Mo 6ce20a MOJICHO NPeOCMAasUumvCsi COMPYOHUKOM KOMIAHUU, YCMAHAGIUBAIOWEU CRYMHUKOBYIO C653b
U nPpoOasyoM, npedidzarouiem Kynums KapmouwiKy, caxap u mak oajee).

Annotator N felt that the text 2 about burglaries was more difficult. Therefore, according to the out-
come of the comparison, text 1 gets 0 points, and text 2 gets 1 point. Based on the initial levels (5 and
4, respectively), the mathematical expectation of such an outcome will be:

1

M.  =——————=0.73

mailman 4 + exp(4- 5)
_ 1

burglary™ 1+exp(5- 4]

In other words, based on the initial level of these two texts, with a probability of 73% text 1 should
have «win» (be marked as more difficult). The annotator, on the contrary, chose text 2 as more difficult,
although the probability of such an outcome was only 27%. The new levels for the two given texts will
be equal to:

M =0.27

NewlL =5+0.25(0—0.73)=4.82

mailman™

NewlL =4+0.25(1-0.27)=4.18

burglary
As aresult of this comparison, the level of text 1 «Mailman» decreased, and the level of text 2 «Bur-
glary» increased. Then the next comparison takes place, where the initial levels will be considered to be
a new value. In total, text 1 participated in 24 comparisons with different texts, and as a result, its level
decreased from 5 to 4.6.

3 Results

As a result of the pairwise annotation and calculations described above, we have obtained a collec-
tion of 104 texts smoothly distributed along the text complexity CEFR-based scale. Figure 3 illustrates
a comparison of the distribution of texts on a scale and their initial CEFR levels.

== Standart CEFR levels == Elo annotation level

Mumeric view of CEFR levels

Texts on a scale

Following the expert annotation process, the minimum and maximum values of the difficulty level
were altered. Whereas the initial collection was marked on a scale of 1 (A1) to 6 (C2), the minimum
level value decreased to 0.9, and the maximum increased to 6.8. Consequently, the study generated
samples of texts that even native speakers find challenging. Interestingly, the most difficult text in the
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collection turned out to be a fragment of an education bill. Figure 4 shows a detailed example of how
texts with initial level 3 (B1) were distributed after assessments by expert annotators, from 2.5 to 3.7.

4
3.5
3
25
2
15
1
0.5

0
0 2 4 6 8 10 12 14 16 18 20

Figure 4: Texts with initial level 3 (B1) after annotation: x-axis: text number in the ranked list, y-
axis: the new level value after the annotation, where 2 is equal to A2, 3 is equal to B1, etc.

As illustrated in the figure, the changes in text levels were not revolutionary; level 3 texts were
smoothly distributed on a difficulty scale ranging from 2.5 to 3.7. However, some texts shifted to the
end of the previous level 2, which is an important finding for evaluating the quality of the text com-
plexity assessment model. Additionally, such a view of the level of text complexity aligns naturally
with the idea of language acquisition as a gradual progression from simple to complex.

3.1. Assessment of the validity of expert answers

Annotation design using Elo rating system protects data to some extent from inconsistent markup:
even if an expert N made an unexpected decision, next experts and next comparisons will be able to
«shift» given text on the scale, thus creating an average expert opinion about the right place of this text
on the complexity scale.

For additional verification, we inserted one specific pair of texts into each session, on the basis of
which it became possible to calculate the agreement of the annotators. The percent agreement was
found to be 79%, indicating an acceptable level of agreement.

3.2. The resulting data as a test set

One of the main purposes of this dataset was to be a test set for the algorithm of the text complexity
assessment for Russian L2 learners. In the previous study we developed the ML system trained on 800
texts from Russian L2 textbooks and a set of linguistic features, including lexical, morphological, gram-
matical, and syntactic ones (Laposhina et al. 2018). The examples of linguistic features are shown in
Table 2.

Group of features | Examples of features

Lexical average word length; percentage of words longer than 4 syllables; lexical di-
versity (TTR); lexical diversity (MLTD TTR); lexical density; text coverage
with a frequency list of 1000, 5000 and 10000 of the most common words
from a frequency dictionary; text coverage with vocabulary lists for L.2 learn-
ers; percentage of abstract words

Grammatical percentage of each POS in text; percentage of words in the genitive case in
text; percentage of verbs in finite forms in text; percentage of words with 1st
person tag in text

Syntactic average sentence length; number of adversarial conjunctions per text; number
of coordinating conjunctions per text; average number of punctuators per sen-
tence; text coverage with a list of the 500 most frequent POS trigrams

Table 2: Linguistic features for model training
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We have experimented with two linear regression algorithms: ordinary least squares Linear Regression
and Ridge Regression (linear least squares with 12 regularization, alpha=1.0) from the scikit-learn
library. The best result was achieved by Ridge regression trained on 44 best correlation linguistic
features. For the model evaluation, we implemented a twenty-fold cross-validation test that showed an
accuracy of 0.82 (£0.05).

However, using standard metrics like mean absolute error and comparing the output of our regression
model which is a fractional number to test data from textbooks that is an integer on a discrete scale may
not be an efficient approach. For instance, text i from the test set was given from the end of the A2
textbook (so the expected level is 2). The prediction for text i is 3,18 (that may be interpreted as the
beginning of B1 level). In terms of linguodidactics, it is not a big mistake (the end of A2 course vs the
beginning of B1 course), but it is in terms of mean absolute error.

The present paper aims to fill this gap and provide a test set with texts smoothed on the non-discrete
scale. Below are our results of comparing the metrics of the same regression model with two ways of a
test set annotation: standard discrete CEFR levels and Elo-based non-discrete levels. Importantly, the
texts from this dataset were not used in the model training process.

To evaluate the accuracy of the regression model, which involves comparing actual and predicted
values, a widely used approach is to calculate the correlation between the two sets of data. In this study,
the Elo-based level scale shows a higher correlation coefficient and a lower mean absolute error com-
pared to the CEFR level scale. Both correlations are statistically significant with p-values less than 0.05
(see Table 3).

Tvoe of complexity scale Pearson's correlation coefficient —value Mean absolute
yp P y with predicted level P error

CEFR levels 0.81 <0.05 0.85

Elo-based levels 0.86 <0.05 0.77

Table 3: Pearson correlation coefficient and mean absolute error values of the predicted and
observed levels depending on the chosen scale

To gain more detailed understanding of the comparison results, we analyzed the extent of the discrep-
ancy between the expert opinions and the mathematical model predictions. The severity of the error is
dependent on the magnitude of the difference between the expert opinion and the model result. For
instance, an error of 0.5 signifies that the model was incorrect by half of a level, which is an acceptable
margin of error, as it falls within the range of variation among expert opinions. An error of 1 level or
greater suggests more significant discrepancies that require our attention. To estimate the overall mag-
nitude of the prediction error, we used the mean absolute error metric. For the dataset analyzed in this
study, the mean absolute error value was 0.77, indicating that, on average, the model's predictions are
off by one level. Interestingly, the model tended to overestimate complexity levels in 30% of cases,
while underestimating them in 70% of cases. Table 4 displays the distribution of absolute errors between
predicted values obtained from a standard CEFR-level-based dataset and an Elo rating system dataset.

Absolute error Percent of cases, Percent of cases,
Elo dataset CEFR levels

0-0.5 (good prediction) 38 % 41%

0.51-1 (acceptable prediction) 32% 27%

1.01 - 2 (wrong prediction) 28% 25%

> 2 (dramatically wrong prediction) 2% 7%

Table 4: The proportion of values of the average absolute error of the regression model on the
resulting dataset
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We consider a difference of less than 0.5 between the predicted and actual values as a correct prediction,
which constitutes the majority of cases (38%). The difference greater than 0.5, but within the same level,
is an acceptable quality prediction, which represents 32% of the cases. Overall, the model provides
correct predictions in 70% of the cases, while being off by more than one level in the remaining 30% of
the cases.

The enhanced interpretability of the error report is noteworthy. Now the absolute error distance means
the real distance of the text complexity value from the level marked by the experts. This is especially
important at the boundaries between levels. For instance, if a text designed for a course ending at level
B1 is incorrectly predicted as a text belonging to the subsequent level B2, it will be classified as an error
not in an entire level, but rather in a few tenths. The dataset is in the public domain and can be used for
scientific purposes.

4 Discussion and conclusion

Construction of suitable datasets is a crucial challenge in the practical implementation of machine
learning models, including the L2 linguodidactics field. Given that every language constitutes a multi-
faceted living system, any categorization and partitioning into discrete levels are somewhat arbitrary. In
this research, we proposed the method of creation of a dataset of texts ranked along the continuous scale
of complexity for L2 learners based on CEFR Ievels. To accomplish this, we relied on the pairwise
evaluation of the text complexity by experts and processed the resultant annotations using Elo rating
system. This approach provides a non-discrete scale of text complexity, which is more in line with the
view of the text complexity as a continuum of difficulty.

Among the limitations of the method, we note the small size of the dataset, which makes it possible
to consider it only as a test set, but not a training data collection. Secondly, the assessment of the anno-
tator agreement posed certain challenges. Since the main idea of the method is to compare the text with
as many other texts as possible, and pairs of texts for comparison are formed randomly, there are very
few identical pairs of comparisons on the basis of which the annotators' agreement can be calculated,
unless it is set algorithmically, as was done in this study.
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