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Abstract

Automatic Term Extraction (ATE) is a critical NLP task for identifying domain-specific terms, which are essential
for tasks like information retrieval, machine translation, and ontology construction. Cross-domain nested term
extraction further complicates the task, as traditional methods often fail to handle hierarchical term structures and
domain variability. This paper introduces both the CL-RuTerm3 dataset, a novel resource featuring nested term
annotations across six domains (the main one is computational linguistics, also mathematics, medicine, economics,
literature studies, and agrochemistry), and the RuTermEval-2024 competition, designed to evaluate term extraction
systems on this data. The CL-RuTerm3 dataset, comprising 1270 abstracts and 15 full-text articles (over 165k tokens
with over 37k annotated entities), is the largest of its kind for Russian scientific texts. Terms are classified into three
categories based on lexical and domain specificity: specific terms, common terms, and nomens. The dataset’s unique
features, such as nested term markup and cross-domain coverage, enable more realistic evaluation of ATE systems.
The paper concludes with an analysis of participant approaches in the RuTermEval-2024 competition, emphasizing
the effectiveness of contrastive learning. This work aims to advance ATE research by providing a robust dataset and
fostering discussions on term extraction methodologies.
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AHHOTaNMSA

ABromarnueckoe m3BiedeHue tepMuHoB (ATE) — oxHa n3 BaxHeifmmx 3amad NLP, mo3Bosstomast BEISBISATH
cnenuduueckue Uil JOMEHA TEPMHUHBI, KOTOpBIE HCIOJB3YIOTCS B 3aJadax MOWCKa HH(OpManuy, MaIlIMHHOTO
HepeBozia U MOCTPOeHUs OHTONOTHH. Kpocc-10MeHHOE M3B/ICUEHHE BIIOXKEHHBIX TEPMHUHOB €ILe OO0JIbILIE YCIOKHSAET
3ajady, [IOCKOJIbKY TPaJULIMOHHBIE METO/bl YaCTO HE CIIPABIIOTCSA C UEPApXMYECKUMHU CTPYKTypaMH TEPMUHOB U
HOBBIMU JIOMEHaMH. B manHOI ctaThe npencrasieHsl HOBbIM Habop naHHbIX CL-RuTerm3, conepkamuii pasmeTky
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(parMeHTOB ¢ TEepPMHMHAMH M BKIIOYAIOMIMI TEKCTHI ILIeCTH oOnacTelf (IIaBHOW SIBISIETCS KOMIIBIOTEpHAs
JUHTBUCTUKA, TaKXKe IPUCYTCTBYIOT OOJNIACTH MAaTeMaTHKM, MEIULUHBI, 3KOHOMUKH, JUTEPaTypoBEACHHA H
arpoxumud), u KoHKypc RuTermEval-2024, co3maHHBIA [UIi OIEHKH CHCTEM U3BIICUCHHS TEPMHHOB C
ucnoib3oBanrueM 3Tux aaHHbix. CL-RuTerm3 Brimouaer 1270 anHoTanui U 15 MoJHOTEKCTOBBIX cTarei (Oonee 165
TBICSIY TOKEHOB C Ooiiee ueM 37 ThICSYaMH Pa3MEUCHHBIX TEPMHUHOB) U SIBISIETCS KPYHMHEHIINM B CBOEM POAE UL
PYCCKHX Hay4HBIX TEKCTOB. TepMUHBI pa3/eieHbl Ha TPH KaTerOpHH B 3aBUCHMOCTH OT CBOEH JIEKCHUECKOH H
JOMEHHOH criennuKU: criennpuIecKue TepMUHBL, O0LIMe TEPMHUHBI 1 HOMEHBI. YHUKaJIbHbBIE 0COOEHHOCTH Habopa
JaHHBIX, TaKHe KaK pa3MeTKa BIOKCHHBIX TEPMHHOB M BKJIOYEHHE TEKCTOB Pa3IMYHBIX HAay4HBIX OOJacTei,
MO3BOJIAIOT OoNee peaqucTUdHO oleHuBaTh cucTembl ATE. B 3axitodeHne cTaTbi MPUBOAUTCS aHAIU3 TOIXOI0B
yuacTHHKOB KoHKypca RuTermEval-2024, noguepkuBaercst 3p(H)eKTHBHOCTE METOOB KOHTPACTHBHOTO OOydeHHsI.
JanHas pa0boTa HampaBlIeHa Ha pa3BUTHE HccienoBanuii B oomactu ATE myTem npemocTaBieHus Haie)KHOTO Habopa
JAHHBIX U MPOJOJDKEHNS Pa3BUTHS METOIOIOT U U3BICICHHS TEPMHUHOB.
KonroueBble c/10Ba: aBTOMaTHIeCKOe M3BICUCHNE TEPMUHOB; TEPMHH; BIOXEHHBIH TepPMHH; HAOOpP TaHHBIX

1 Introduction

Automatic Term Extraction (ATE) is an NLP task used to automatically identify and extract domain-
specific terms from a collection of texts. These terms typically represent key concepts within a
specialized field, such as medicine, engineering or linguistics. As units of knowledge in a specific field
of expertise, extracted terms are not only beneficial for terminographical tasks, but also support and
improve several complex downstream tasks, e.g., information retrieval, machine translation, topic
detection, and topic modeling, etc.

Despite the significant research interest that automatic term extraction has received, it remains a very
challenging task. Terms are generally defined as “textual expressions that denote concepts in a specific
field of expertise” (Tran et al., 2023); however, such definitions leave room for many questions about
the fundamental nature of terms. Some of the most fundamental differences in terms’ basic
characteristics are term POS-pattern (only nouns and noun phrases or including other POSes), minimum
term frequency and length (in number of tokens). More difficult to quantify are differences such as how
specialized or domain-specific a lexical unit needs to be before it is considered a term. The lack of
agreement among researchers on even basic characteristics of task is a significant hurdle for all aspects
of ATE, from data collection to benchmarking and comparative research in general.

We defined a term as follows: it is a word or collocation (multiple syntactically connected words)
naming a concept, object, feature or action characteristic of a certain scientific area (domain). The main
property of a term is its domain specificity, i.e. belonging to a certain domain. Differences in the so-
called lexical specificity, i.e. usage only among a limited group of experts, are expressed by assigning
of the labeled terms to different classes.

The task of identifying “flat” terms in the document D = {wg, wy, ..., w,,_1 } is a recognizing entities
t ={w;,Witq, o, Wizm_1}, 1 <m < n, moreover if a word is included in one term, it cannot be
included in any other term (formula 2.1). By nested terms annotation we mean both classical nested
entities setups — a term can be a substring of any other term, or terms can only be intersecting (have a
common part). In this setup word can be part of several terms, and also an entire term can be included
in another one (formula 2.2). Maximum depth (number of terms in one text fragment) is not limited, nor
are the classes of nested terms — they can be either the same or different.

tSD|t={w,Wii1, e Wisme1} D ={wg,wy, ..., w1}, 1 <m<n, €))
a*b =t, #t,

Vw,a,b: wEtJaFxb=w¢&t, (2.1)

Aw|weE (t,Nty), a#*b (2.2)

Cross-domain nested term extraction presents unique difficulties. The syntactic and semantic
properties of terms can vary significantly between domains (examples of terms in each class and domain
can be seen in Table 2). Existing term extraction approaches often struggle to maintain robust
performance when applied to diverse datasets due to their reliance on domain-specific heuristics,
frequency-based statistical measures, or supervised models trained on limited annotated corpora.
Furthermore, the hierarchical nature of nested terms complicates extraction, as traditional ATE methods
primarily focus on flat term structures, failing to account for the compositional relationships between
short and long term candidates.



RuTermEval-2024: Cross-domain Automatic Term Extraction and Classification in Russian scientific texts

domain specific term common term nomen
computational |renutuBHas UI' cior C++
linguistics | pluralia tantum CJI0Baph te3aypyc RussNet
«&»-omorpad web-0pay3sep HannonansHBINH KOPITYC
paspelieHie OMOHUMHUH  TaTapCKUH SI3BIK PYCCKOTO SI3bIKa
MpeTPEeHUPOBAHHAS KITFOYEBOE CIIOBO Uneorpaduyeckuit
ruGPT3 monens cnoBaps O.C.bapanosa
KOHCTPYKIUA C BHCIIHUM
MOCECCOPOM
agrochemistry | a-amMuniasa 1104Ba Peakom-Xenar bopa
9,10-nudeHunanTparcH pactenue Kanckas necocrens
N-ynobpenue CopT mramm PGPB
H+/OH—paBHoBecHe ymobpenue Pseudomonas
JTOKCH]] KpEMHHS CEIILCKOE XO35HCTBO plecoglossicida 2,4-D

4-TI0NTBHBIE CEBOOOOPOTHI
C KOpOTKOM poTanueit

literature HUMaKUHUCT TepEBOL «EBrennit Oueruny»
studies 6-CTOITHBIN MO raBa A.C. Ilyukun
JIUCKYPC TEIECHOCTH ITyOTHKAITAS Bcepoccuiickuii coro3
00pa3HO-MOTHUBHBIN COBETCKHUU Mucaresb TO3TOB
KOMILIIEKC ra3era «CeBepHas muena»
medicine HLA-ren JIeueHue SARS-CoV-2
¢axrop ¢pon Bunnedbpanna mo3r Thymus Serpyllum L.
TpaBMma nepudepuieckoil  0one3Hb ®denepanbHBIA PETUCTP
HEPBHOU CHCTEMBI JIEKApCTBEHHOE CPEICTBO JIOHOPOB KOCTHOTO
her2-no3uTHBHEII pak Mo3ra

MOJIOYHOM KeJIe3bl

economics | BBII KOMITaHHS BPUKC
BUPTYyaJIbHAs BAIIOTA pecypcesl Benukas nenpeccus
PBIHOK Tpy/a OpTraHM3aNus Hogprii 6aHK pa3BuTHS
MOZEJb NI00aILHOTO
Z[OMI/IHI/IpOBaHI/ISI
MyOJIMYHO KOTHPYEMBIC
He(uHAHCOBBIE
KOpIOpaIiu
mathematics | 6a3uc tdhopmyma lamya
S-CIUTaiH TOYKa MoHorpadus JI. Dykca
(O,OO]—SHaLIHBIC (I)YHKLIPII/I IIPOU3BEIACHUC «beckoHneunnie
METOA HAaUMEHBIINX a6eJ'IeBLI TpynnbD»
KBaJIpaToB

Table 1: Examples of annotated terms in each class and domain

Creating domain-specific corpora with annotated terms is time- and effort consuming. When manual
term annotation is involved, inter-annotator agreement is notoriously low and there is no consensus
about an annotation protocol. This leads to a lack of available resources. Moreover, it means that the
few available datasets are difficult to combine and compare, and often cover only a single language and
domain. Also, very few ATE datasets include Russian texts, so the creation of such a dataset is relevant.
Additional features of our dataset are nested term annotation and including several domains, which
allows to considering the term extraction task in a more real-world setting. Of course, we do not claim



Mamontova A., Ischenko R., Vorontsov K.

to be fully correct about the chosen methodology and the completeness of the dataset, given that it is
based on texts of only one language. In order to compare ATE models and discuss the relevant issues
using the created dataset, the RuTermEval-2024 competition was prepared within the framework of the
Dialogue conference.

2 Related Work

Problems in creating data for an ATE task usually begin with ambiguity in understanding the search
object, which strongly depends on the goals of ATE step, i.e., what the identified units are to be used for
next, and actual belonging to terms from a linguistic point of view takes a back seat. It is worth noting
that the problem of different understanding of the ATE search object also comes from the ambiguous
linguistic nature of the term, its “multifacetedness”. There are only few large annotated resources
available for the task and they are usually monolingual and cover only a single domain. Since term
characteristics, and therefore also ATE performance, can vary greatly between languages and domains,
this is a serious drawback.

The most widely used datasets are GENIA (Kim et al., 2003) with 2,000 abstracts from MEDLINE
database and ACL-RD-TEC 2.0 (Qasemizadeh & Schumann, 2016) with 300 abstracts from the ACL
Anthology Reference Corpus, both in English. Although all annotated datasets exist: CRAFT (Cohen et
al., 2017), TTC (Gornostay et al., 2012), KAS-term and KAS-biterm (Ljubesi¢ et al., 2018), etc., the
general lack of large, multilingual, and multi-domain resources remains a critical limitation. Given that
term characteristics — and by extension, ATE performance — vary significantly across languages and
domains, this constraint is a considerable drawback.

In the vast majority of datasets, the ATE task is set just in recognition setup. More interesting is the
approach implemented in the ACTER dataset. It is a specialized corpora in three languages and four
domains, which markup includes four classes. The main division of classes was made by the level of
lexical specificity (its comprehensibility only to a domain expert or any person) and domain specificity
(belonging to a certain domain or being used in any research): so there appeared special/specific terms
— domain-specific and lexically specific, common terms — domain-specific but not lexically specific
(comprehensible even to a non-specialist) and out-of-domain terms — specific only lexically, but used in
any domain. The Named Entities class was additionally introduced for unique names of objects of any
domain (Terryn et al., 2020). Nevertheless, the TermEval shared task (Terryn et al., 2020) did not use
multiclass annotations, it was conducted just in an extraction setup. Despite the novelty of the ACTER
partitioning approach, it has not received due attention, although, in our opinion, it is the classification
of the units marked up in scientific texts depending on their lexical and domain specificity that can help
to prepare a universal dataset for the ATE task for its various applications.

To our knowledge, there are no open datasets for multi-domain nested ATE task in Russian scientific
articles. There are several annotated corpora for other task and texts, for example, RuDReC corpus
(Tutubalina et al. 2021) was made for NER in consumer reviews about pharmaceutical products
(RuDReC also includes not-labeled part of health-related user-generated texts from various Internet
sources), not scientific articles or its abstracts. The known NEREL-BIO dataset (Loukachevitch et al.,
2023) is the largest annotated dataset of scientific articles in Russian (766 abstracts), but it needs a strong
adjustment to be used for ATE purposes, since it was created to solve the NER problem and contains
41 semantic classes of the searched units, some of which are not domain-specific. Also, NEREL-BIO is
monodomain, and scaling its markup methodology to other domains is hardly possible due to differences
in the composition of semantic classes.

It should be noted that due to the complexity of creating ATE annotated datasets, most of them consist
only of abstracts, but not the full texts of scientific articles, and the ATE models using existing data
usually work within this limitation. We believe this approach is appropriate, but to understand models’
capability to solve the problem on full articles, a small number of such texts were included in the
development and test sets of first and second tracks.

The RuTermEval shared task aims to provide a valuable new resource while simultaneously
advancing understanding of the state-of-the-art in ATE, identifying existing strengths and weaknesses,
and inspiring novel approaches in the field. The CL-RuTerm3 dataset includes six domains and enables
participants to train and evaluate their systems using diverse and detailed data. Despite using the
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TermEval approach, our shared task is the first competition dedicated to the task of classifying terms by
their specificity, since TermEval was conducted as an extraction setup (without classification).

3 Dataset

The CL-RuTerm3 dataset of abstracts and full texts of scientific articles was prepared specially for the
RuTermEval-2024 shared task. The basis of our dataset were the proceedings of the conference
“Dialogue” for 2000-2023 in Russian (1055 abstracts and 15 full-texts articles of computational
linguistics domain). To test the scalability of the models to other domains, about 220 abstracts from five
additional scientific areas (mathematics, medicine, agrochemistry, literature studies and economics)
were also included in dataset. More detailed quantitative description of our dataset is presented in
Table 1.

The uniqueness of the material is that linguistics has hardly been considered before in the ATE task
(apart from ACL RD-TEC datasets) and is a new material for cross-domain experiments and for
analyzing the differences in NLP processing of term systems of different groups of sciences. An
additional feature of CL-RuTerm3 is markup of nested terms.

3.1 Term annotation

The markup was conducted by three annotators — specialists in linguistics, information technology and
mathematics — single assessor for each document with collective discussion of challenging cases.
Quality control was performed by moderator with experience in the field of terminology, ATE and
dataset creation. The moderator and assessors created an assessor’s guideline with a detailed description
of the annotation task and a breakdown of correct and incorrect annotations. This helped assessors to
make consistent decisions and make the whole process more transparent. Nevertheless, term annotation
remains an ambiguous and subjective task, and we do not claim that ours is the only possible
interpretation.

For the task of classifying terms, we proposed to divide them according to the degree of lexical
specificity of the term (its familiarity among ordinary people who are not domain experts) and
denotatum uniqueness:

1. specific term — terms that are both domain-specific and lexically-specific;

2. common term — domain-specific terms (known and used by non-specialists);

3. nomen — unique names of objects belonging to a particular domain, including nomenclature
names (datasets, programming languages, corpora and dictionaries, scientific schools, writers
and scientists, etc.).

Classification of terminological units by specificity (lexical and domain) was first applied in the
ACTER dataset, in which classification was done in 4 classes (Specific Terms, Common Terms, Out-of-
Domain Terms and Named Entities). In contrast to the ACTER, we dropped the Out-of-domain terms
class. Units of this class that denote mathematical concepts (e.g., p-value, confidence interval, etc.), but
belong to out-of-domain terms because of their use in any domain were marked by us as specific terms,
and general scientific vocabulary that has neither lexical nor domain specificity (method, research,
experiment, etc.) was omitted.

Markup was conducted in the format of a sequence labeling task — fragments with a term were
identified and classified into three classes (a markup example is shown in Figure 1). In the output, the
markup of each text is represented as a list of triples [start index, end index, term class] for each
labeled term.
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B paMKax nporpamMmmbl no co3gaHuio HauuoHanbHOro Kopryca pycckoro sisbika ocywiecTBnseTcA MUNOTHbIN NMPOEeKT

nomen

specific®common

common

KOMMIEKCHOM MODEbOﬂOFMHeCKOﬁ M TaKCOHOMMWYECKOM pa3MeTKUN TEKCTOB. TaKCOHOMUYECKas pa3MeTKa npepocraenseT

specific specific specific
specific specific
specific
Figure 1: Markup sample from the CL-RuTerm3 dataset
domain type of | text count |token count| annotation unique | lemmatized
texts count term count | term count
computational abstracts 1,053 97,296 22,673 10,684 7,812
linguistics full texts 15| 32254 5,190 2,303 1,539
agrochemistry abstracts 55 10,321 3,110 1,591 1,267
literature studies | abstracts 60 13,211 2,478 1,578 1,218
medicine abstracts 40 7,825 1,877 1,138 907
economics abstracts 30 6,559 1,065 747 609
mathematics abstracts 32 2,924 746 482 312
z full texts 15 32,254 5,190 2,303 1,539
abstracts 1,270 138,136 31,949 16,002 11,903
all 1,285 170,390 37,139 17,652 12,938

Table 2: Quantitative characteristics of CL-RuTerm3 dataset

Consider some aspects of markup using the text in Figure 1 as an example. In phrase "National corpus
of the Russian language" the following terms are identified: “National corpus of the Russian language”
(as unique name of domain-specific product), “corpus”, “Russian language” and “language”.

Words “national” and “Russian” are not annotated because we do not labeled adjectives without the
substantive defined by them as independent term. An exception to the rule is that if such a word is not
near each other (forming a discontinuous term), the adjective is annotated as a single-word independent
term, as can be seen in the example “morphological and taxonomic annotation of texts”, where
“morphological” is a term, but “taxonomic” is not.

The phrases “national corpus” and “corpus of the Russian language” are not annotated because they
are not separate scientific units that are often reproduced in the domain or have paradigmatic relations
with other terms (in contract to “parallel corpus™ or “dialect corpus™). If a term is supplemented by a
feature, but the meaning of this phrase does not differ in any way from the sum of the meanings of its
parts, phrase’ reproducibility in the domain and/or the existence of systemic relations with other terms
become significant.

The full description of markup rules requires a separate scientific coverage due to its volume because
of the complexity of the markup task and its linguistic multifacetedness. In this article we will mention
only the main features of our markup rules. In general, each labeled term should remain a term even out
of context, being part of the lexical system of a particular domain.

To the assessor, an expression or word is most likely to be a term if:

e It is a regular name (reproduced as a result of a single act of speech production and
predominantly in an observable speech form).
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e [t has a definition.

e [t can be found in dictionaries or ontologies of the relevant domain.

e [t is related to the valid term (e.g., they are hyponyms of the same hyperonym or are in a
generic-species relationship).

e [t is an abbreviation used for the valid term.

e It has an abbreviation used in the particular domain.

e [t is an object of research in the relevant domain.

To improve the quality of the final dataset markup, inaccuracies in the identification of term boundaries
were corrected. Additional discussions were also carried out on the markup of terms that had a significant
number of labels of different classes, as it is preferable for a term to belong to a particular class.

Final dataset consists of 1,285 text in Russian (over 165k tokens) with =37k sequence annotations,
provided by domain and terminology human experts, more detailed quantitative description of our
dataset is presented in tables 2 and 3.

domain type |annotat class annotation lemmatized mean

of ion count term count lemmatized
texts | count term frequency
computational | abst. specific 15,946 6,748 2.385
linguistics 22,673 | common 5,906 593 9.708
nomen 821 471 1.741
full specific 3,826 1,236 3.224
texts 5,190 common 1,005 81 10.444
nomen 359 222 1.617
agrochemistry | abst specific 2,343 1,121 2.090
3,110 common 655 68 9.632
nomen 112 78 1.436
literature abst specific 927 485 1.903
studies 2,478 | common 490 59 8.373
nomen 1,061 674 1.574
medicine abst specific 1,603 851 1.895
1,877| common 234 27 8.296
nomen 40 29 1.379
economics abst specific 945 560 1.686
1,065| common 54 16 3.438
nomen 66 33 2.000
mathematics abst specific 617 270 2.226
746| common 101 26 4.500
nomen 28 16 1.750

Table 3: Distribution of terms in each class and domain

4 Setup

4.1 Tasks

The RuTermEval-2024 Shared task features three sub-tasks:

1. Nested term extraction (in sequence labeling format);

2. Nested term extraction (in sequence labeling format) and classification (labels are specific,

common, nomen);

3. Nested term extraction (in sequence labeling format) and classification (labels are specific,

common, nomen) in cross-domain task.

All tracks assume a transfer learning task, so the test set in each of them includes such texts, the likes
of which were absent in the train set. Thus, in tracks one and two, the test set includes texts of a different
genre — in addition to abstracts as in the train set, it includes full articles. In the third track, the test set
consists of texts of only domains that were not present in the training set.
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4.2 Evaluation

For all tracks, only full term matches were considered.
The metric for the first task — term extraction without class consideration — is the averaged F1-score

across all documents, with abstracts and full texts treated separately:
Nabst Nyt

Fly = ! ! Z F1 + ! ZFI
T1 — 2 Nabst - abst; nft - fti

where Ny, ;e represent the number of abstracts and full-text documents, respectively, and F1gpy,,
F1;., denote the Fl-score for each individual text.

To evaluate the quality of solutions for the second task, a weighted F1-score across various classes
was employed:
1
Flp, = g(3 * Flgpec + 2% Floomm + Flpom)

where Flgpec, Fleomms Flpom represent the Fl-scores for specific, common terms, and nomens,
respectively. The weights for each class were set according to their importance to the overall task.

Each individual F1, is calculated similarly to the metric from the first task:
Nabst nft

F1, = ! ! z F1 + ! Z:Fl
t 2 Nabst - abst; nft - ft;

where t € {spec,comm,nom}.

For the third task, a weighted F1-score analogous to that used in the second task was applied:
1
Flps = g(3 * Flgpee + 2% Floomm + Flpom)

However, since full texts were not available for the third task, each individual F1, was calculated as

the averaged F1-score across all abstracts:
Nabst

1
Fl; = E Flabsti
Nabst =)

where t € {spec,comm,nom}.

For the second and third tracks, an additional F1-score without class consideration (analogous to the
first track) was computed. This allowed for a separate determination of the quality of term extraction
without classification.

4.3 Baseline

To compare participants’ models with the simplest solution baseline was prepared. All the entities
labeled as terms were selected with their annotations count, as well as their total occurrence in the corpus
(in any grammatical form). Further, the optimal ratio of the number of markings as a term to its frequency
in the corpus was empirically selected — 0.35. With the obtained bag of terms (with retained classes), a
test set was marked up to obtain the required kind of markup.

4.4 Dataset Splits

The training data is the same for all subtasks, but in first track the term classes were removed. The
training data consists of 850 texts (77k tokens, 18k annotations) in computational linguistics domain.

Development and test set for first and second subtasks is also the same, they belong to the train
domain. Development data includes 103 abstracts and 10 full-text articles (25k tokens, Sk annotations),
test set consists of 100 abstracts and 5 full-text articles (27k tokens, Sk annotations).

The development and test set for the third track consists of abstracts from domains, which were absent
in train data. Development data contains 115 texts (24k tokens, 6k annotations). The test set consists of
102 texts (17k tokens, 4k annotations), but more diverse in domain component.
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5 Results and Discussion

Seven teams participated in the RuTermEval-2024. Six teams took part in the final testing phase
(distribution across tracks: 5, 5, 3). We provide descriptions of the solutions submitted by the top teams.
The names are listed as the participants registered them in CodaLab. The final results are presented in
separate tables for each track (in the case of multiple submissions, only the best one is considered).

We summarize participating teams’ methods. A detailed description of their work can be found in
their own articles.

fulstock [LAIR RCC MSU] participant who won all tracks treated nested term extraction as a NER
task using the Binder model (Zhang et al., 2023), which employs contrastive learning to extract nested
terms. Text sequences and class descriptions are encoded using RuRoberta-large, with embeddings
mapped to a shared vector space. The model aligns entities of the same type closer to a class-specific
center (defined by entity descriptions) while distancing unrelated subsequences, optimizing for term
extraction accuracy.

Participant and team Scores
with classification without classes
'é F1- Precision = Recall F1 Precision = Recall
[~ class wei (avg.per (avg.per | (avg.per (avg.per (avg. per
ghted docs) docs) docs) docs) docs)
(avg. per
docs)
Track 1
fulstock [LAIR RCC MSU] - - - 79.40%  79.69% @ 80.12%
2 | VladSemak [VSemak] - - - 76.85%  79.40% | 75.72%
— | baseline - - - 61.69%  78.75% = 52.68%
3 |ivan_da_marya - - - 56.19% = 68.03% = 50.36%
4 |ragunna [KiPL SPBU] - - - 53.49% 58.64% 51.83%
5 [angyling - - - 53.33% | 42.29% 76.23%
Track 2
1 |fulstock [LAIR RCC MSU] | 69.97%  70.45% @ 70.53% | 77.79%  78.77%  78.00%
2 | VladSemak [VSemak] 69.96%  72.18% | 69.20% | 77.26% @ 79.85% @ 76.38%
— | baseline 58.26%  67.09% | 57.03% | 61.69%  78.75%  52.68%
3 | VatolinAlexey |ai] 5797% = 63.18% | 58.79% | 63.47%  68.97%  60.75%
4 |ragunna [KiPL SPBU] 50.43% 55.98% 51.31% | 52.04% | 57.07% | 50.44%
5 |angyling 31.37% | 27.83% | 42.32% | 53.33% | 42.29% | 76.23%
Track 3
1 |fulstock [LAIR RCC MSU] | 48.23%  53.23% @ 48.85% | 60.38% @ 67.90% @ 56.77%
2 | VladSemak [VSemak] 46.54%  57.85% | 46.22% | 50.88% = 71.26%  42.75%
3 | angyling 43.70%  45.16% | 51.18% | 52.81% @ 49.36% @ 60.74%
— | baseline 22.76%  40.14%  30.93% | 11.81%  34.87% 7.59%

Table 4: All participants’ scores

VladSemak used the span classification approach (Binder) and contrastive learning with two BERT
encoders to map text spans and term descriptions into a shared vector space. It evaluates all spans up to
a set length, identifying terms via vector similarity. The method maximizes similarity for term spans
with their type descriptions and minimizes it for non-terms.
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ivan_da_marya team used a span classification approach, generating lemmatized n-grams (length 1
to 4) and encoding them with SBERT. Span and sentence vectors, along with POS tags, were
concatenated and fed into a KNN classifier to identify terms.

angyling tested one-shot prompting on the Qwen2.5 (An el at., 2024). The prompt included an
explanation of the task with one example from the training set, and an explanation of the correct form
of answer inference. Next, all terms extracted by the model were used to final annotation in nested setup.
All entities were labeled as specific class.

The majority of submissions of first track demonstrated higher precision than recall. However, in the
winning solution, recall played a decisive role in the final evaluation. Notably, the baseline is
competitive with top-performing solutions, and approaches provided by other participants failed to this
simple model. A similar pattern was observed in the second track. Solutions outperforming the baseline
achieved significantly higher recall. Additionally, both leading solutions performed best on specific
terms, while their performance on nomens was noticeably weaker. Interestingly, the baseline handled
common terms exceptionally well, but underperformed on specific terms because of low recall. As
expected, baseline showed the highest precision in identifying specific and nomen terms, and score on
common terms was also quite high. All participants’ scores per class are summarized in the Table 5.

Specific Common Nomen
Participant Micro- Precision Recall | Micro- Precision Recall | Micro- Precision Recall
average (class- | (class- | average (class- (class- | average (class- = (class-
F1 wide) wide) F1 wide) wide) F1 wide) wide)
Track 2
fulstock 74.81% 77.66% 72.16% | 69.70% 58.80% @ 85.57% | 35.15% 49.33% 27.31%
VladSemak | 74.36% 78.04% 71.01% | 73.19% 65.63% 82.70% | 35.79% 62.39% | 25.09%
baseline 56.55% 78.10% 44.32% | 70.48% 61.47% 82.57% | 32.39% 70.37% 21.03%
VatolinAlexey | 39.45% | 69.52% | 27.54% | 43.79% | 56.47% | 35.76% | 25.22% | 61.43% | 15.87%
ragunna 36.44% | 52.92% | 27.78% | 48.13% | 62.14% | 39.27% | 15.85% | 45.61% | 9.59%
angyling 43.73% | 33.26% | 63.80% | 0.00% | 0.00% | 0.00% | 0.00% | 0.00% | 0.00%
Track 3
fulstock 61.92% 67.63% 57.09% | 17.20% 18.67% @ 15.94% | 18.08% 37.21% 11.94%
VladSemak | 54.60% 71.23% 44.27% | 18.57% 37.50% @ 12.34% | 13.07% 52.63% 7.46%
angyling 48.39% 40.88% 59.30% | 0.00%  0.00% = 0.00% | 0.00% = 0.00% @ 0.00%
baseline 9.08% 42.04% 5.09% |26.44% 32.34% 22.37% | 0.00% 0.00%  0.00%

Table 5: Scores of participants’ models in each term class

Note that only models based on contrastive learning approach outperformed the baseline in the first
and second tracks, which shows that within the domain particular work, applying to dictionary sources
(a specific list of terms) can allow to quickly achieve acceptable results and even be more effective than
other methods. Improving the quality requires the use of already more advanced and sophisticated
methods, e.g., contrastive learning, and demands further research and experimentation.

It is worth to mention that the approach using generative LLM with just one sample (by angyling)
showed very high recall comparable to the leaders, who used all labeled data of the same domain as the
test set. In the more equal conditions of the third track, when no one had data from the test domain (but
did have data from another domain), generative LLM approach achieved a comparable result to the
leaders primarily because of its the best recall, in contrast to the top two participants, whose precision,
substantially exceeding their recall values, contributed most to the final scores. Also, this approach
performed best scores on the economics domain, which proved to be the most challenging for the other
models (see Table 6 for a look at the quality for each domain), although best results on the math and
medicine are achieved by the fulstock with using Binder model (contrastive learning).
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o Participant and Domain F1- Macro- Precision Recall
= team class weighted| average (avg.per (avg.per
& (avg. per docs) F1 docs) docs)
fulstock Mathematics 51.88% 53.02%  52.30%  53.75%
ulstoc . T Q a Q
1 [LAIR RCC MSU] Medicine 52.86% 53.94%  5791%  50.48%
Economics 38.18% 40.24%  46.68% @ 35.36%
Mathematics 48.93% 49.75%  50.33%  49.18%
2 ?gg‘e‘sme;‘(;‘k Medicine 4951% | 52.63%  66.48%  43.55%
Economics 40.01% 43.43%  56.01%  35.47%
Mathematics 47.35% 48.01%  45.65%  50.64%
3 |angyling Medicine 38.76% 39.93%  35.88%  45.01%
Economics 46.38% 47.83%  42.11%  55.34%
Mathematics 26.20% 30.06%  43.36%  23.00%
4 |baseline Medicine 26.19% 29.44%  38.03% @ 24.02%
Economics 14.52% 16.04%  18.53% @ 14.14%

Table 6: Scores of participants’ models in each domain (Track 3)

6 Conclusion

We presented the RuTermEval-2024 shared task, the first shared task on cross-domain nested term
extraction and classification for the Russian language. The CL-RuTerm3 dataset is based on the
proceedings of the “Dialogue” conference from 2000 to 2023 (1055 abstracts and 15 full-text articles in
the computational linguistics domain). To evaluate the models’ generalizability to other domains,
approximately 220 abstracts from five additional scientific areas (mathematics, medicine,
agrochemistry, literature studies, and economics) were also included. To our knowledge, this dataset
exceeds the volume of all existing open datasets for solving a similar problem for Russian scientific
texts.

The competition attracted 13 submissions from seven teams, addressing the problem through three
subtasks. The best results were achieved by the solution that utilized the Binder model with contrastive
learning. All solutions performed well in extracting terms, but they were slightly less effective in
classifying the extracted terms. Within a single domain, only models based on contrastive learning
outperformed the baseline approach, which relied solely on labeling terms found in the train and dev
sets. This suggests that leveraging dictionary sources (or other resources of domain-specific terms) can
enable rapid achievement of acceptable results. Further improvements will require the application of
more advanced methods, such as contrastive learning and other emerging techniques.

As expected, performance declined when identifying terms from domains absent in the train and dev
sets (Track 3). However, a generative LLM approach (with Qwen2.5) achieved strong results, primarily
due to high recall despite minimal annotation samples (just one example from the training set). This
result highlights the potential of generative LLMs for term extraction in low-resource scenarios and
underscores the need for further research and experiments.

The shared task dataset, codebase and other materials are available online on GitHub.". We welcome
the communities of NLP developers, linguists, and engineers to contribute to further research in the area.
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