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Abstract

This study examines the LLMs’ performance on gradual acceptability judgments task. Previously, the linguistic
competence of LLMs was evaluated using binary acceptability scales, which contradicts the theoretical concept of
acceptability. We present a new benchmark KVaS (Korpus Variativnogo Soglasovanija ‘Corpus of Variable Agree-
ment’) derived from syntactic experiments on variable agreement in Russian. Our dataset contains multiple phenom-
ena of agreement variation, ideal for modeling diverse acceptability levels, and compiles 7013 sentences rated by
native speakers on a 1-7 Likert scale. We evaluated two LLMs, mainly Russian-trained GigaChat-Pro and multilin-
gual Mistral Large, comparing their capability to treat acceptability as a scale to the reference human scores from
KVaS. We used prompting providing benchmark sentences in two modes: zero-shot mode included only instructions
while a few-shot mode added training sentences and their scores. The results show that GigaChat-Pro underperformed
compared to Mistral Large. GigaChat-Pro improved significantly in a few-shot mode while Mistral Large exhibited
more stable behavior. The case study shows that Mistral can detect nearly all significant contrasts in an experiment,
whereas GigaChat performed near-randomly. The corpus may be useful for ranking LLMs, fine-tuning, and enhancing
Russian text generation quality.
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AHHOTALUA

B manHOM HCCIIeIOBaHUH pacCMaTPHUBAETCSI CIIOCOOHOCTE OOJIBIINX S3BIKOBBIX Mozeneii (BSIM) onenuBars npu-
eMJIEMOCTB IIPEUIOKEHHUIT 1o rpagyanbHOl mmkaie. Panee ciocobHocTs BSIM OLeHUBATH MPHUEMIIEMOCTH SI3BIKOBBIX
BBIPa)XCHUH BEIIBIISIIACH B OMHAPHBIX 3a7a4ax. MBI peICTaBIIsieM HOBBII O€HIMapK, JaHHBIMH JUIsl KOTOPOTO MOCITY-
JKHUJIH PE3yNbTaThl CHHTAKCUUECKUX SKCIIEPUMEHTOB, IIOCBSILCHHBIX BApUaTUBHOMY COIVIACOBAHHIO B PYCCKOM f3bIKE.
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[Haracer BximtouaeT 7013 npemioxeHUi ¢ OLIeHKaMH 110 IIKaie oT 1 10 7, B KOTOPBIX MpeCcTaBlIeHb!l (PEHOMEHBI Ba-
PHATHBHOTO COINIACOBAHHS, COOTBETCTBYIONINE PA3INYHBIM YPOBHAM MpuemieMocT. C HCTIOIb30BaHUEM JaTaceTa
MBI ITpoBeNH TecTupoBanue AByx BAM Ha 3amade rpajyaibHON OLEHKU NMPUEMIIEMOCTH B JBYX PEKUMax IUanora.
Pesxxum zero-shot BKITFO9a TOMBKO MHCTPYKIHIO, B pexuMe few-shot Obum 1006aBIeHBI TPEHUPOBOYHBIE MPEIIOKE-
HUS M MIX OIIEHKH. Pe3ybTaTsl HOKa3bIBaIOT, UTO pe3yisTaT padbots! Monenu GigaChat-Pro, oOyuaBmetics mpenmyue-
CTBEHHO Ha PYCCKOSI3BIYHBIX JAHHBIX, 3aBUCHT OT PEKMMa TECTHPOBAHMS: Ka4eCTBO IOBBIIIAETCS B pexkuMe few-shot.
KauectBo MynsTHs3brdHON Mozienu Mistral Large Bbliie ¥ He 3aBUCHT OT THIIA HHCTPYKIHMHU. Mistral BBISBIISIET OUTH
BCE 3HaYMMBIE KOHTPACTHI B OJTHOM M3 PaCCMOTPEHHBIX IKCIIEPUMEHTOB, TOT/a Kak 0TBeThl Monenu GigaChat 6im3ku
K ciiy4daiiHbIM. IIpencTaBieHHbIH KOpITyc MOXeT ObITh MCIONB30BaH HE TONBKO i pamxupoBanus BSAM, Ho u s
J000yYeHHs U YITydIIeH s Ka9eCTBa PyCCKOSI3BIYHON TeHeparIu.

KonioueBble cj10Ba: S3bIKOBast CIIOCOOHOCTH, CHHTAKCHC, COTIIACOBAaHNUE, OONBIINE S3BIKOBBIE MOJETH, OEHIMAPK

1 Introduction

Modern large language models (LLMs) exhibit near-human proficiency in natural language processing.
They are effectively used to understand and generate texts during interactions with user. The perfor-
mance of LLMs is assessed through benchmarks that primarily focus on evaluating the semantic and
pragmatic capabilities of an LLM, e.g. possessing information correctly, building causal relationships.
For example, the SuperGLUE benchmark (Wang et al. 2019) includes tasks such as question answering
and recognizing textual entailment, while the MMLU benchmark (Hendrycks et al. 2020) contains mul-
tiple choice questions from 57 subject areas.

Besides semantic adequacy, LLMs' linguistic behavior should be approximated to human behaviour
based on formal linguistic criteria. Native speakers can not only produce correct linguistic expressions
but also distinguish them from incorrect ones. Ideally, similar competencies are expected from LLMs.
Prior assessments of LLM linguistic competence were limited to binary modes, such as the CoLA bench-
mark’s binary classification of acceptable vs. unacceptable sentences (Warstadt et al. 2019) or the
BLiMP’s selection of the more acceptable sentence from a minimal pair (Warstadt et al. 2020). Mean-
while, theoretical linguistics views sentence acceptability as a gradual concept involving two aspects of
a linguistic expression: (i) its grammatical well-formedness, which entails adherence to the grammatical
constraints; (ii) its processing, which is subject to usage factors like word frequency, syntactic complex-
ity, etc. (Chomsky 1965; see Sprouse 2007; Schiitze, Sprouse 2014; Lau, Clark, Lappin 2017 a.0.). The
existence of marginal acceptability ratings suggests that treating acceptability as a scale is a key feature
of language competence.

This study aims to determine whether LLMs can assess sentence acceptability on a gradual scale. To
achieve this goal, we make use of a well-studied phenomenon of Russian morphosyntax — the variable
agreement. Agreement rules, being rather straightforward and unequivocal in standard cases, allow for
multiple alternative strategies with non-canonical controllers, such as numeral or coordinated phrase.
This phenomenon enables us to analyse the contribution of various factors to the choice of a specific
agreement strategy and compare their impact in both language models and human speakers.

The rest of the paper is organized as follows. Section 2 presents our benchmark. Section 3 discusses
the experiment with LLMs and evaluates its results. Section 4 concludes.

2 Corpus of Variable Agreement in Russian

We created a new benchmark called KVaS (Korpus Variativnogo Soglasovanija ‘Corpus of Variable
Agreement’) designed to test language models on the gradual acceptability judgment task in Russian. In
standard agreement, the target’s grammatical form is unambiguously determined by the controller fea-
tures (person, number and gender), which makes it possible to distinguish grammatical and ungrammat-
ical variants (1). Variable agreement occurs if the calculation of the target features becomes ambiguous,
which happens in case of several potential controllers (constructions with a postpositive relative clauses
(2), coordinated subjects (3)) or within a non-canonical controller (quantitative noun phrases (4), quan-

tified subjects (5)).
(1) Marina poliva-et / *poliva-em  cvety po subbotam.
Marina water-3SG / water-1PL flowers on Saturdays

‘On Saturdays Marina waters the flowers.’
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(2) Vse, kto  zajdet/ zajdut v buhgalteriyu,
all who come-3SG come-3PL in accounting_department
poluchat zarplatu.

receive-3PL  salary
‘Everyone who enters the accounting department will receive a salary.’

(3) Petya i ya id-em / Yid-u / ‘id-ut/ *id-et domoj.
Petya and I go-1PL go-1SG g0-3PL  go0-3SG home
‘Petya and I are going home.’

(4) Na l'du svalil-as'/ ‘svalil-is'/  *svalil-os’ ujma __ lyud-ej.

On ice fell-SG.F fell-PL fell-SG.N  heap people-GEN

‘A lot of people fell on the ice.’

(5) Dvoe iz nas pridut / ?pridet/  *pridem v gosti.
Two  from us.GEN come-3PL come-3SG  come-1PL in guests
“Two of us are coming to visit.’

Data for the corpus was gathered from the experimental studies conducted during the practical course
on experimental syntax ' in 2022-2024 published in the Database of Agreement Variation’. Each study
employed a factorial design, wherein two or more independent variables (factors) were manipulated to
examine their effect on a dependent variable, with one factor always corresponding to agreement pattern
and the dependent variable being acceptability rating. Other factors in the experiments described differ-
ent features of sentences that might influence the choice of agreement, e.g. order, semantics of the con-
troller and target. By combining the factors, researchers investigated interactions between them, i.e.
whether acceptability of an agreement pattern changes depending on the grammatical environment.

All the source studies applied the method of 1-7 Likert scale acceptability judgment task, which is a
standard tool in the field of experimental syntax providing a quantifiable way to compare acceptability
of different sentence structures. Unlike simpler methods, such as using asterisks (*) or question marks
(?) commonly employed in generative syntax to indicate degrees of grammaticality, the Likert scale
offers a more nuanced and systematic approach. An uneven number of points on the scale allows for
non-binary judgments, which is especially important for detecting fine-grained effects of syntactic ma-
nipulations. To reduce the impact of lexical content on acceptability, stimuli were arranged in lists such
that each sentence (lexicalization) appeared in each list under one condition (a specific combination of
factor values). An example of lexicalization from the experiment on constructions with a postpositive
relative clause is given in (2) and (6). The experiment examined agreement variation that emerges if
there is a conflict in the number feature between the head (vse / vse sotrudniki ‘all.PL / all.PL employees’)
and the relative pronoun (kfo ‘who.SG’) and comprised two factors: agreement pattern and head struc-
ture.

(6) Vse sotrudniki, kto zajdet/ zajdut v buhgalteriyu,
all employees who come-3SG come-3PL in accounting department
poluchat zarplatu.

receive-3PL  salary
‘All employees who enters the accounting department will receive a salary.’

Alongside the stimuli, each experiment included filler sentences without any factors: grammatical
ones represented fully correct sentences, while ungrammatical ones contained agreement errors. The
two types of fillers are used as the threshold of (un)grammaticality when analysing ratings in experi-
ments (Gerasimova 2023). Fillers can also serve as a baseline to demonstrate the model’s ability to score
non-variable agreement.

! The course is taught by Dr. Anastasia Gerasimova and Prof. Dr. Habil. Ekaterina Lyutikova at the Department of Theoretical
and Applied Linguistics, Philological Faculty, Lomonosov Moscow State University. See more information at the website of
Moscow Experimental Syntax Group, URL: https://expsynt.com/.

2 URL: https://expsynt.com/table.html/.
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The benchmark K VaS is publicly available in the GitHub repository?. It contains 7013 sentences from
15 experimental studies (from 66 to 137 participants each, mean number is 96, standard deviation is 20).
For all experiments, outliers were excluded based on criteria from (Gerasimova 2021), from 5 to 15
participants in each study. The distribution of contexts in the corpus is shown in Figure 1. The apparent
disparity in the number of examples stems from the fact that different contexts may exhibit varying
number of relevant factors influencing agreement.
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Figure 1. Distribution of contexts in the benchmark KvaS

The dataset includes the following information: the experiment code (author and year), the sentence,
the average score for all participants, the type of construction / its grammaticality, the presence of vari-
able agreement, the lexicalization number. A fragment of the corpus is shown in Table 1.

lexi-
Experiment Sentence response |subtype |type |caliza-
tion
o Ya i Maksim progulyaet poslednij urok. coordina- |stimu-
Davidjuk_2023 ‘Me and Maxim are skipping the last lesson.’ 2.6 tion lus 32
Shestero iz nas spravyatsya s zamenoj lampochek. . stimu-
Belova_2023 ‘Six of us can handle replacing the light bulbs.’ >:27 quantifier lus 1
R ey , quantita- S
Krainova 2023 ‘El‘l I’}’lllllO{’l marok hranilis'v al bomgh. , 388 five stimu 28
- These million stamps were stored in albums. nouns lus
Kazhduyu mat', kto yavilas' na sobranie roditelej,
Dorofeeva 2023 l:assprashzvaet klassnyj rukovoditel’. ' o 343 relative | stimu- 34
- Every mother who attends the parents' meeting is clauses lus
questioned by the homeroom teacher.’
1 I Maksim, i ya progulyayut poslednij urok. coordina- |stimu-
Davidjuk_2023 ‘Both Maxim and I will skip the last lesson.’ 2.70 tion lus 32
Na aukcione tret' skul'ptur pokupaesh’' kollekcioner.
Pasko_2024 ‘A collector buys a third of the sculptures at auction.’ 1.81 Lo filler 505
Danilova 2023 {(llent l?oproszl vegetarzanskoe‘ ili postnoe menyft. 6.03 good fller |51
The client asked for a vegetarian or lean menu.

Table 1. Fragment of the benchmark KvaS

Additionally, each experiment has its own dedicated dataset with the markup from an experimental
study. Table 2 shows such a dataset for T. Davidyuk’ experiment (2024). This information complements
the main corpus by specifying the type of conjuncts (/ + proper name / proper name + /), the agreement

3 URL: https://github.com/Xeanst/KVaS.
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strategy (1°*' person singular / 3 person singular / 1* person plural / 3™ person plural), the type of con-
junction (and, and..and, or, or..or) and the word order (subject + predicate / predicate + subject).

sentence response sub- type | Son- | asree jcl(l)llllc- or-
type juncts | ment tion der

1 ya, i Grisha sygraem shahmatnuyu i

partiyu. 4.50 COOT™ | stimul | I noun | 1pl and and | SV

‘Grisha and I will play a chess game.’ hation

Vlad i ya pokazhu korotkuyu dorogu. coordi- .

‘Vlad ;ndpl will show youya shortcgut.’ 244 nation stimul | noun_I | lsg and SV

Dima ili ya poslushayut eto golosovoe

soobshchenie. coordi- .

‘Dima or I will listen to this voice mes- 4.88 nation stimul | noun_I | 3pl or SV

sage.’

1li Mitya, ili ya sostavit etot dlinnyj coordi-

spisok. 2.20 . stimul | noun I | 3sg or_or SV

‘Either Mitya or I make this long list.’ nation

Lyova oformit etot delovoj dogovor.

‘Leva will formalize this business 6.44 good filler | NaN NaN | NaN NaN

agreement.’

Table 2. Fragment of grammatical markup for the experiment by T. Davidyuk (2024)

The KvaS benchmark has both strengths and weaknesses compared to other acceptability judgments
benchmarks. On the one hand, the existing corpora like CoLA and BLiMP cover a broader array of
grammatical phenomena than KVa$S, enabling the identification of which phenomena pose greater chal-
lenges for LLMs. On the other hand, they only allow for binary evaluations of language competence,
which may seem overly simplistic and insufficiently nuanced. KVaS stands out as the first dataset for
gradual acceptability judgments on a scale from 1 to 7. The dataset allows us to test how effectively
language models trained on unlabelled texts are able to detect subtle morphosyntactic and semantic
differences between sentences. Since each example in the KVaS benchmark was rated by many respond-
ents, this markup is reliable and reflects the linguistic knowledge of Russian native speakers. Thus,
KVaS may be used to examine whether LLMs’ scoring consistency for different lexicalizations matches
that of human evaluators.

Our corpus further enables ranking LLMs based on their level of linguistic competence, specifically
in the domain of grammatical variation. In the next section, we will outline the experiment involving
gradual acceptability judgments with various LLMs. The Likert-scale scores by LLMs will be compared
with the reference human scores from KVaS.

3 Experiment on Gradual Acceptability Judgments with LLMs

This section describes the LLMs’ evaluation on gradual acceptability judgments task using KVaS bench-
mark. We first present the method and the choice of models and then discuss the results.

3.1 Method

Previously, evaluation of LLMs linguistic competence mainly required either prior training on binary
acceptability classification as seen with CoLA, or direct comparison of probability metrics as in BLiMP.
In our study, we investigate LLMs’ grammatical preferences by analysing direct responses to verbal
instructions. A similar procedure was used with MMLU data on factual information (Hendrycks et al.
2021): the LLM was presented with multiple-choice questions and tasked with generating the correct
answer’s number. Since LLMs are specifically trained on instructional datasets, this approach aligns
naturally with their capabilities. Our method not only tests the model's ability to predict that an unac-
ceptable sentence is less likely than an acceptable one but also explores the models' concept of accept-
ability. Essentially, we replicate the experimental method used for human data labelling treating the
model the same way.
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We aimed to compare models trained primarily on Russian data with multilingual ones. The first
models were expected to perform better in the gradual acceptability judgments, consistent with prior
observations when contrasting the language competence of LLMs unprepared for Russian data versus
those extensively trained on Russian texts (Grashchenkov et al. 2024). In this study, we tested two mod-
els: GigaChat-Pro* as a mainly “Russian-speaking” one and Mistral Large’ as a multilingual one. Both
were selected as top performers according to MERA benchmark (Fenogenova et al. 2024) at the time of
the experiment (fall 2024) regardless of the number of parameters. The model choice was limited by
API availability.

The final version of the instruction, yielding optimal results, is given in example (7). Two approaches
were tested: (i) zero-shot — the prompt contains only the instructions and the target sentence, (ii) few-
shot — in addition, the prompt contains two training examples: sentences and their respective scores. An
example of a training pair is given in (8).

(7)  Tebe nuzhno ocenit' predlozhenie po shkale ot 1 do 7. Esli predlozhenie zvuchit horosho, tak
mozhno skazat', postav' emu vysokuyu ocenku (6 ili 7). Esli predlozhenie zvuchit ploho, “ne po-
russki”, tak skazat' nel'zya, postav' emu nizkuyu ocenku (1 ili 2). Nekotorye predlozheniya
mogut kazat'sya ne ochen' horoshimi, no v principe dopustimymi. Takim predlozheniyam postav'
srednyuyu ocenku (ot 3 do 5).

Oceni predlozhenie po shkale ot 1 do 7: “{ }”. Otvet' odnoj cifroj, nichego ne dobavlyaya.
“You need to grade the sentence on a scale from 1 to 7. If the sentence sounds good, you can say
so, give it a high score (6 or 7). If the sentence sounds bad, “not in Russian”, it is impossible to
say so, give it a low score (1 or 2). Some sentences may not seem very good, but they are ac-
ceptable in fact. Give these sentences an average score (from 3 to 5).

Grade the sentence on a scale from 1 to 7: "{Target sentence}". Answer with one digit, without
adding anything.’

(8)  Naprimer, predlozhenie “Pered paroj Yaroslav nadeli i pidzhak, i zhiletku.” soderzhit oshibku.
Emu stoit postavit' ocenku 1 ili 2. Predlozhenie “V aprele Marina poseyala semena i pomidora,
i tykvy.” yavlyaetsya vpolne estestvennym. Emu mozhno postavit' ocenku 6 ili 7.
‘For example, the sentence “Before the class, Yaroslav worepr both a jacket and a vest.” con-
tains an error. It should be graded with 1 or 2. The sentence “In April, Marina sowedsg the seeds
of both tomatoes and pumpkins.” is quite natural. It can be given a score of 6 or 7.’

3.2 Results

Figure 2 shows the average human and LMMs’ scores of sentences grouped by context type. Human
scores for grammatical sentences fall within the upper range of the scale (6 out of 7), while ungrammat-
ical sentences receive scores in the lower range (2 out of 7). GigaChat scores obtained in the zero-shot
mode do not reflect this pattern. However, its scores generated in the few-shot mode are close to human
judgments, indicating that the inclusion of training sentences enhances GigaChat performance. Con-
versely, there is no difference between the modes for Mistral. In both zero-shot and few-shot modes,
grammatical fillers obtain high scores while the ungrammatical ones are rated low. The average scores
for stimulus sentences — both for human and LLMs — lie in the middle of the scale (3-4 out of 7).

4 URL: https://developers.sber.ru/docs/ru/gigachat/models.
5 URL: https://docs.mistral.ai/getting-started/models/models_overview/.
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Grammatical Ungrammatical -
B fillers S fillers = stimuli

6.4

Human scores GigaChat (zero-shot) GigaChat (few-shot) Mistral (zero-shot) Mistral (few-shot)
source

Figure 2. Average acceptability scores for human and LLMs

For a more detailed analysis of stimuli scores, we calculated the mean absolute error (MAE). The
results are shown in Figure 3. The highest error for grammatical and ungrammatical fillers is obtained
by GigaChat in zero-shot mode. Mistral’s few-shot mode exhibits the lowest error for filler sentences.
The error on stimuli for GigaChat in few-shot is slightly greater than for Mistral.

Grammatical Ungrammatical

[ | fillers [ | fillers e stimuli

GigaChat (zero-shot) GigaChat (few-shot) Mistral (zero-shot) Mistral (few-shot)
source

Figure 3. Mean absolute error (MAE)

MAE provides a quantitative estimate of the discrepancy between LLMs' predictions and human
scores. However, it fails to indicate whether LLMs can capture relevant contrasts between experimental
conditions as effectively as humans. To estimate this, we need to calculate if the conditions that showed
significant differences in human experiments also exhibit significant differences in LLM scores, and
conversely, if those insignificant for humans remain insignificant for LLMs. The ultimate metric is the
percentage of matching pairwise comparisons between human scores and LLMs’ responses.

As an illustration, we evaluated an experiment on constructions with a postpositive relative clause
conducted by A. Golovnina (2022). The relevant experimental factors are agreement pattern (singular /
plural verb in the embedded clause) and presence of the noun within the head (with noun / no noun)
which gives four experimental conditions, see examples (2), (6) above. Figure 4 demonstrates mean
values for conditions and grammatical and ungrammatical fillers. We employed the Mann-Whitney
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U test and the Student’s t-test to compute the significance tests®. The percentage of matches between
human scores and LLM is presented in Table 3. The results show that most significant contrasts are
captured by Mistral. The zero-shot mode performs even better than the few-shot one. On the contrary,
GigaChat captures only half of the relevant contrasts, though the few-shot mode improves performance.
Future research should involve conducting similar evaluations for other experiments in the KVaS.

Grammatical Singular verb, Plural verb,
sentences with head noun with head noun
Ungrammatical Singular verb, Plural verb,
sentences no head noun no head noun
6.2 6.0
6 5.6 5.7 2 58 3.9 5.6
5.5 51 5.5 5.5 5.15.2 o s
44043 4.1 4.14.2 - 4.4 '
v 4 3.54.0 4.1 4.0
o
7 2.5 2.6
5 2.0 2.0
0 T T T T T
Human scores GigaChat (zero-shot) GigaChat (few-shot)  Mistral (zero-shot) Mistral (few-shot)
source
Figure 4. Mean values by condition from A. Golovnina’s experiment (2022)
Percentage of matching significant contrasts calculated with
Mann-Whitney U test Student’s t-test
GigaChat (zero-shot) 40% 40%
GigaChat (few-shot) 53.3% 53.3%
Mistral (zero-shot) 86.7% 86.7%
Mistral (few-shot) 73.3% 80%

Table 3. Percentage of matching significant contrasts between human and LLMs’ scores

To conclude, GigaChat’s performance varies depending on the selected mode, with the few-shot mode
yielding superior results. Mistral’s results are less dependent on the selected mode. Contrary to our hy-
pothesis, the quantity of Russian data used during training did not affect the model performance. Multi-
lingual Mistral shows higher proficiency than predominantly Russian-trained GigaChat. This suggests
that LLMs’ linguistic competence may correlate with their common-sense knowledge and rankings
based on the tasks in the MERA benchmark (Fenogenova et al. 2024) or that the training data lacked a
sufficient amount of variable grammatical phenomena.

4 Conclusion

This paper presents the first benchmark for evaluating LLMs on gradual acceptability judgments. Unlike
binary acceptability classification, this task enables a fine-grained assessment of LLMs linguistic com-
petence. The presented dataset comprises the results of syntactic acceptability judgment experiments on
agreement variation in Russian. The stimulus sentences featuring agreement variation occupy the middle
part of the acceptability scale, making them perfect material for testing gradual acceptability. The fillers
presenting standard agreement serve as a baseline, occupying either high or low positions on the scale.
LLMs testing using the benchmark involved prompting. Two models — GigaChat Pro and Mistral
Large — have been tested in two modes: zero-shot (instructions only) and few-shot (instructions plus
training sentences). The mean absolute error (MAE) was calculated to compare the model predictions
against human responses. The results revealed that GigaChat trained mainly on Russian data yielded
lower quality compared to multilingual Mistral. GigaChat proved relatively unstable, with performance
varying significantly between zero-shot and few-shot modes. Mistral demonstrated lower MAE value
and maintained results regardless of the chosen mode. Importantly, Mistral preserved the majority of

% We used both parametric and non-parametric since it is unclear whether the data from LLMs is interval or ordinal.
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human contrasts in the single experiment we examined, although these are preliminary conclusions as
it is necessary to test all the experiments in the corpus. Our study indicates that the level of LLM lin-
guistic competence as measured by grammatical phenomena of variation does not correlate with the
amount of Russian data during training.
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