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Abstract

This article explores the role of rhetorical structures in the argument mining task on the material of scientific
Internet communication texts in Russian. Two approaches are proposed and studied for argumentative relation pre-
diction: the first one constructs segment vector representations using a Graph Neural Network (GNN) based on rhe-
torical structure, and the second one uses multitask learning that combines argumentation extraction with rhetorical
relations prediction tasks. With proposed approaches three models were implemented: two variations of the model
using GNN and one model employing the multitask approach. These models were compared with a simple baseline
using the Lonformer model on a dataset annotated with both argumentative and rhetorical structures. Argumentative
annotating was performed manually by four experts. Existing resources and tools were used to obtain rhetorical
markup. The conducted experiments showed that the approaches using additional rhetorical information improve the
quality of argumentative relation prediction, particularly for long-distance relations. The best performance, with an
F1 score of 72.32%, was achieved by a model incorporating GNN-enhanced statement representations.
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AHHOTALUA

B mannoit paboTe uccnenoBaHa posib pUTOPUIECKUX CTPYKTYP B 3a1ade W3BICUCHHS apTyMEHTAllUH Ha MaTepH-
ajie TEKCTOB HAyYHOU HMHTEPHET-KOMMYHUKALUU HA PYCCKOM s3blke. IIpennoskeHbl U M3ydeHbl [Ba IOAXOAA AJIS
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MIPe/ICKa3aHMs apTyMEHTaTUBHBIX OTHOILICHUIH: IEPBBII HCIIOIBb3YET PUTOPUIECKYIO CTPYKTYPY MPH MOCTPOSHUHU BEK-
TOPHBIX MpEACTaBICHUI cerMeHToB ¢ nomoibio GNN, a BTOpoil HCHONIB3yeT MHOr03aa4Hoe o0ydeHue, COBMeInas
H3BIICUCHHUE apTyMEHTAINH C MPEeICKa3aHNeM PUTOPHIECKUX CBsA3eH. B pamkax mpeuiokeHHBIX TOIX00B ObIIN pe-
QJIN30BaHBI TPH MOJIENN: JIBE BapHaIMU Mozeny ¢ ucrioiab3oBanneM GNN 1 ofHa MOJEb, HCHONB3YIONas MHOT03a-
JIaYHBIA TOAXOA. DTH MOJENN CPaBHUBAINCE C IPOCTOH 0a30BOi ¢ ucronb3oBaHneM Moxenu Lonformer Ha HaGope
JTAHHBIX, AaHHOTHPOBAHHOM KaK apryMEHTaTHBHBIMH, TaK ¥ PUTOPHIECCKUMU CTPYKTYPaMH. ApryMeHTallMOHHAS pa3-
METKa BBIIOJIHSUIACh BPYUYHYIO 4EThIpbMs dKcrepTraMu. /i NonydeHus pUTOPUUYECKOM pa3sMETKU MPUMEHSIIUCH CY-
LIECTBYIOIINE PECYPCHl U UHCTPYMEHTHI. [IpoBeieHHbIC SKCIIEPUMEHTHI TOKA3aIIH, YTO MOAXO/(bI, UCIIOIB3YIOIINE J10-
MIOJIHUTEJILHYI0 PUTOPUYECKYIO HH(OPMALIHIO, YIyUIIalOT Ka4yeCTBO MPEICKa3aHUsl apryMEHTaTHBHBIX OTHOLICHHMIA,
0COOEHHO JUIs ManbHUX cBs3el. Jlyumee kadectBo ¢ F1 = 72,32% mokasana Mozenb, B KOTOPOil BEKTOPHBIE TPe-
CTaBJICHUS YTBEPKACHUH MOAN(DHUIIMPOBAIUCH C TIOMOIIbIO TpaoBOif HEHPOHHOW CETH W IOMOIHINCH HH(pOpMa-
LKeH O TUIE PUTOPUUECKOM CBA3H.

KnioueBble ci10Ba: n3BICUEHIE apTYMEHTAINHN; KOPITYC TEKCTOB; apryMEeHTaTHBHAsI Pa3MeTKa TeKCTa; MpeJiCcKa-
3aHUE apTyMEHTAaTUBHBIX OTHOIICHH; TEOPUS PUTOPHUUECKUX CTPYKTYp

1 Introduction

The analysis of reasoning structures presented in natural language texts has emerged relatively re-
cently as a field of computational linguistics that is attracting increasing attention from researchers. Text
fragments are sequences of functional steps that contribute to the presentation of the author's idea, sup-
porting its understanding and/or acceptance. In applied linguistics, the structure of reasoning has been
considered from a functional point of view based on the theory of rhetorical structure [1-4] and the
theory of argumentation [5].

The study of discourse involves describing its structure in the form of discourse units connected by
various relations. One of the most famous models used to solve this problem is the Rhetorical Structure
Theory (RST) and its modifications [1, 2]. Under RST, simple sentences, clauses and some collapsed
propositions (represented by nominalizations and prepositional groups) are connected by symmetric
(multinuclear) and asymmetric (mononuclear) relations. In this case, larger discourse units are formed,
thereby creating an integral tree-like structure.

Argumentation presented by the author to convince the audience of a particular position plays a spe-
cial role in discourse analysis. The most famous study of argumentation that has found application in
practical argumentation analysis is the model of Douglas Walton [6], in which a structured argument is
defined as a set of statements consisting of premises, conclusion (thesis), and inference from premises
to conclusion. Walton introduced the concept of an argument scheme, a form representing a stereotypical
model of reasoning. The work [5] provides a compendium containing 60 basic argumentation schemes.

Practical application of argumentation theory is complicated by a number of factors, including the
lack of annotated material, the non-obviousness of identifying argumentation zones, the presence of
functionally similar arguments that complicate the choice of a scheme in a specific situation, and insuf-
ficiency of the set of schemes when it comes to new genres of texts. Such factors lead to ambiguity in
text annotation, disagreement between annotators, which worsens the quality of the created datasets to
be applied in machine learning methods and, as a consequence, leads to low quality of automation of
argumentation analysis in general.

There exist methods to overcome the lack of argumentatively annotated material. In particular, cor-
pora of texts with multi-level annotation are created to explore the correlation between rhetorical struc-
ture presented in RST-markup and argumentative structure shown by A-markup, in order to use existing
resources and tools of discourse analysis to extract arguments. Thus, in [7] the development and use in
experiments of a two-level corpus of 112 argumentative essays is described, in [8] the material is scien-
tific articles from the field of computational linguistics, and [9] is devoted to the comparison of RST-
markup and A-markup of popular science texts. In the presence of such a parallel corpus, neural network
methods of machine learning can be applied both based on multitasking and considering RST-markup
as additional features.

The purpose of this work is to develop methods for automatic construction of argumentation structure
based on RST structure for Russian-language texts. Existing resources and tools for rhetorical analysis
of Russian-language texts are used to obtain RST-markup.

The following research questions were formulated within the framework of this work.

Q1. How can language models aimed at analyzing argumentation use information about the rhetorical
structure of a text?
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Q2. To what extent does the quality of argumentation analysis improve when using rhetorical infor-
mation obtained with the help of rhetorical parsers?

Experimental studies are conducted on a Russian-language corpus of texts related to the field of sci-
entific communication, equipped with A-markup in accordance with the model of D. Walton.

2 Review

In the last few years, research has emerged examining the potential use of tools for automatically
constructing the rhetorical structure of the text to solve the problem of argument mining. Most of the
researchers below use the formalism proposed by RST, and parsers that allow you to build a rhetorical
structure in the appropriate format.

The idea of using the text rhetorical structure to present argumentation is based on the fact that both
illustrate the functional structure of displayed thoughts. More precisely, argumentation reflects the struc-
ture of reasoning to prove a thought, and the RST structure is a representation of this reasoning.

In both cases, the elements of the structure that form the vertices of the graph representation are text
segments expressing the steps of reasoning, which are considered elementary. The function of the seg-
ment is displayed in the final structure as a relation linking it with the structure of the entire text. The
final structure in both cases is a directed graph, its vertices forming elementary segments, and the arcs
being marked with the names of the relations that link the segments. The coincidence of rhetorical and
argumentative segmentations is observed for the rhetorical relations Cause-effect, Condition, Contrast,
Concession, Purpose and partially for Attribution. In the “classical” set of rhetorical relations, some
authors [10, 11] distinguish relations close to those used in argument analysis: Motivation, Evidence,
Justify, Antithesis, Concession.

Two methods of presenting the structure of discourse demonstrate not only common properties, but
also significant differences. Therefore A-markup cannot be considered as a special case of RST-markup
[9, 11, 12]. Differences are revealed at all levels: a) not all text segments are included in the argumenta-
tive structure, but only those that relate to the argumentation zone; b) rhetorical segmentation is more
fragmented, e.g. segments connected by Joint, Same-unit and Elaboration rhetorical relations are usually
embedded in argumentative segments; ¢) the opposite situation in which a single rhetorical segment is
presented in A-markup by several segments can be caused by pragmatic aspects of the context; d) when
constructing the argumentative structure, there is no procedure for enlarging units by combining adjacent
segments — the argument and the thing being argued (theses) can be located far from each other, which
is quite natural for the structure of many scientific texts.

Several ways of using information about the rhetorical structure of text to extract argumentation have
been proposed.

Early approaches used handcrafted features based on the rhetorical structure of text, such as the dis-
tance between elementary discourse units, the type of rhetorical relation, the presence of children/par-
ents, etc. [13] used expert RST markups and compared three models: (1) a simple tree-transformation
model based on heuristics; (2) an RST and argumentation graph alignment model; and (3) a modification
of the Evidence Graph model. [14] also trained the Evidence Graph model, where discourse annotation
of text was performed by automatic parsers with use of not only RST annotations but also Penn Dis-
course Treebank ones.

[15] modified the approach based on the biaffine dependency parser [16] and proposed a model in
which the edge weights are refined by the corresponding discourse coefficients obtained from the rhe-
torical tree. In addition, the authors use several variants of RST annotations obtained for paraphrased
statements to account for the ambiguity of the discursive interpretation of the text. The highest Unlabeled
Attachment Score (UAS) on the Microtexts corpus [17] reached 64.6%.

And in [18], information about the rhetorical structure is used to form prefixes that guide the genera-
tion of argumentation structure using the BART model. BART-Encoder and Relational Graph Convolu-
tional Network are used to generate the prefix. The model proposed by the authors achieved a 58.51%
F1 score on the AAEC dataset [19] and a 40.46% F1 score on the AbstRCT dataset [20] for argumenta-
tive relation classification subtask.

Another approach was considered in [21], where the authors applied transfer learning on the Dis-
course Dependency TreeBank for Scientific Abstracts (SciDTB) [22] with added argumentation anno-
tation layer. In this approach, a pre-trained model designed to recognize rhetorical relations was adapted
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on a limited training set for the task of recognizing argumentative relations. This model achieved a 40%
F1 score for the argumentative attachment task on the SciDTB.

3 Methods

This paper proposes two methods for using rhetorical structure information in the argument mining
process. They are compared with a baseline model that does not take such information into account.

In the first approach, the vector representations of statements were modified using a Graph Neural
Network (GNN) to account for structural dependencies, and each type of rhetorical relation was assigned
a trainable embedding which was combined with the corresponding segment vectors. In the second ap-
proach, the classifier was trained in a multitask mode, simultaneously solving the main task of extracting
arguments and the auxiliary task of predicting rhetorical relations. This approach allowed the model to
build better representations by transferring knowledge between similar tasks.

3.1 Baseline classifier

Let a text fragment consist of m Elementary Discourse Units (EDUs) EDU;, where i € {1,2,---,m},
each including n; tokens, and the total number of tokens in the text fragment is n. The contextual vector
representations of the tokens obtained using encoder Enc are denoted as ei(l), ei(z), T ei(ni).

Vector representations of EDUs hq, h,, -*+, hy, are formed by aggregating the vector representations
of tokens corresponding to each elementary segment:

h; = AGG (e(l) ei(z), ei("i))

i )
The vector representations of EDU; and EDUj, are concatenated: h;; = [hi ; hj], an MLP (Multi Layer
Perceptron) classifier is applied to the resulting vector:
yb'aselme — Classify(hij)

baseline

ij
where y;; — the predicted probability of a relation between EDU; and EDU;. Cross-Entropy

Loss (CE Loss) is used in the training.

3.2 GNN based approach

The main peculiarity of this approach is that the vector representations of the EDUs obtained using
Enc are further transformed using a Graph Convolutional Network [23] according to the rhetorical struc-
ture. The evolution of vector representations at each layer of the GNN is defined as follows:

h{
(k+1) _
hy " =wy] -

jer@u V4

where W), — trainable weight matrices, N (i) — the neighbors for EDU; in the graph of rhetorical struc-
ture, d; = 1+ deg(i), and deg (i) — vertex degree.

The vector representations th), th), e, hgf ) obtained at the last Kth layer of GNN are final and are
used in the classifier: ygraph = Classify ([hgk); th)]), and the initial representations hgo) are set
equal to h; foralli € {1,2,---,m}.

Figure 1 shows the architecture of the proposed model with the parameter K is configured equal to

one, and the number of EDUs in the text is equal to four. The rhetorical structure graph of the text is
depicted by dotted lines.
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Figure 1: Architecture of the GNN-based model

This model uses only rhetorical structure and not relation types, however, not all rhetorical relations
have correspondences in the argumentation structure. To account for the relation type, a trainable em-
bedding e, of dimension d,- is introduced for each rhetorical relation type r, as well as for an additional
type none, denoting the absence of a relation. The updated vector representation for an EDU pair is

defined as: h';; = [hEK); h}K); er]- Thus, yi;-el_gmph = Classify(h's;j).

3.3 Multitask based approach

The next approach involves using multitask learning [24, 25], where a single model is trained to solve
several related tasks simultaneously. The main idea is that through joint training, the model can build
generalized representations improving performance on each task and reducing overfitting [25].

The second (auxiliary) task here is predicting the presence of a rhetorical relation between two EDUs.
Thus, the vector representations of EDUs ht, h?, -+, h™ are used to predict both argumentative and rhe-
torical relations, contributing to the creation of more informative and generalized representations.

The loss function in this case is the sum of the losses for each task: L = L%9 + aqL"™"¢t, where L*"9
is the CE Loss for predicting argumentative relations, L€t is the CE Loss for predicting rhetorical re-
lations, and « is a weighting coefficient that controls the contribution of the rhetorical component to the
overall loss function.
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4 Annotated Data

The material for the study is a parallel corpus in which texts are provided with RST- and A-markups.

Figure 2 shows an example of parallel markup of a text fragment. In this example, there is a one-to-
one correspondence between the relation pairs <Adversative, Logical Conflict> and <Casual, Nega-
tiveConsequences_Inference>.

a) RST-markup b) A-markup

Causal

L“d__ Hanpumep, na Xabpe 310 npaktuuecks

HEBO3MOXHO,

4% 4L£ 1
Hanpumeg; Mosromy nroan - .
Xabpe 310 Toduerecative BhIHyKAEHE: 18. Logical_Conflict-59
NPaKTHHECKI "‘—\ NOCTOAHHO [ ]

54-5¢ £

19. NegativeConsequences_Inference-60

HEBOSMOXHO, \\ ny6Gnuxosars (c Teop. seiB0AOM)
HOBbIE cTaTek 06
CAHOM M TOM Xe 1
npeamere:
=L HECMOTPA Ha NONBITKK BHEAPUTE TPeKep, MosToMy NF0AN BEIHYXAEHE! NOCTORHHO
HECMOTPA Ha M noaHuMaTs CUCTEMY YEEAOMNEHMIT N NOAHWMATE CTaphie nyBAMKOBaTs HOBEIE CTaThl 06 OAHOM M
nonEITKH CT3peIE TEMEI Ha TEMBI Ha TA3BHYHD CTPaHMLLY. TOM XeE Npeamere:
BHEAPWTE Tpexep, rnaesHyo
cncTemy CTpaHnyy. - L4

YBEAOMAEHWI

Figure 2: Example of correlation between a) RST-markup and b) A-markup

The corpus consists of 100 texts of Internet communication in several scientific and popular science
genres: 1) scientific articles (10 articles, the average volume of the article is 3571 words); 2) scientific
reviews (30 reviews, the average volume of the review is 346 words); 3) short articles about science
news (30 articles from the website poisknews.ru , the average length of the article is 506 words); 4) long
articles (30 articles from the site habr.com/ru , the average length of an article is 1912 words).

A-annotating was performed manually by four experts on the ArgNetBank Studio platform' [26],
which presents the ontology of argumentation and description of schemes within the framework of D.
Walton's approach used in annotating texts. In total, the corpus contains about 10 thousand marked-up
arguments.

RST annotating was performed automatically. To build RST structures, the [saNLP RST Parser ana-
lyzer was used [27], which is based on a classifier trained on a bilingual corpus, including annotated
texts in Russian and English. The classifier is trained for segmentation, building RST structure and clas-
sifying the relations included in it.

A comparative analysis of RST- and A-segmentation statistics conducted for each text and on average
by genre shows that there is no text in which the number of A-segments would be equal to the number
of RST-segments. Moreover, in most cases this indicator for RST is 2—4 times greater than for A-seg-
mentation. This shows both the presence of non-argumentative fragments in texts and larger granularity
of RST-segmentation.

Comparison with the % similarity threshold on the dataset shows that the proportion of A-segments
that match RST segments is on average 42.23%. This once again confirms the fact that RST-markup
provides significant information for constructing A-markup [12].

Based on RST- and A-markups, a dataset was constructed for experimental comparison of the pro-
posed models, including positive and negative examples of pairs of statements (premise, conclusion).
EDUs from RST-markups serve as statements. A pair is considered a positive example if there is an
argumentative relation between premise and conclusion in at least one of the expert A-markups (i.e.
markups of different experts are combined). Negative examples were formed as follows: for each posi-
tive pair of statements, a pair of statements from the same or adjacent paragraphs was selected (in the
absence of suitable candidates) between which there is no path in the argumentation graph.

In total, the dataset used for the experiments contains 2722 pairs of statements, a half of them being
positive examples and another half negative. 28.14% of positive pairs, i.e. connected by argumentative
relation, are also connected by rhetorical relation, and only 12.05% of rhetorical relations are among
negative examples. The distribution of types of rhetorical relations among positive and negative exam-
ples is presented in Figure 3.

1 https://uniserv.iis.nsk.su/arg/
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Figure 3: Rhetorical relations between positive pairs of statements
(connected by argumentative relations) and negative ones

Additionally, each pair is provided with its paragraph-sized context and a graph of the context's rhe-
torical structure, constructed on the basis of RST-markup. The graph's vertices are EDUs. If a rhetorical
relation in RST structure connects two discourse segments, then the graph connects two vertices that are
the roots of these statements. The root of an EDU is itself, the root of a mononuclear relation is the root
of the nucleus, and the root of a multinuclear relation is the root of the leftmost segment.

5 Experiments

Experiments were performed using the Longformer model [28] as an encoder (Enc) for long se-
quences, with all parameters remaining trainable. The max function was used as the aggregation function
AGG. To mitigate the impact of data inconsistency, the label smoothing technique [29] with a coefficient
of 0.1 was used. The baseline results were obtained with the model proposed in [30], which uses this
Longformer model and the label smoothing technique.

The dataset was split into training, development, and test sets (57/20/23 texts), with the test subset
including texts from all subcorpora in the dataset. Hyperparameter tuning was performed on the devel-
opment subset. The size of the hidden layer in the two-layer classifier was set to 256, and the size of the
embeddings for rhetorical relations was 32. The GNN module consisted of two layers. All models were
optimized using AdamW with an initial learning rate of 5 X 10~° and a batch size of 4.

Table 1 summarizes the results of the experiments on the use of rhetorical information.

e Baseline is a base model for predicting argumentative relations.

e ArgRhetRelGraph is a model that uses a GNN utilizing the rhetorical structure of a text fragment
and trainable embeddings for each type of rhetorical relation.

e ArgRhetGraph is a modification of the previous model that does not use embeddings for rhetor-
ical relations.

e ArgRhetRel is a modification of ArgRhetRelGraph that does not use a GNN.

e ArgRhetMT is a model trained in multitask mode on the tasks of predicting argumentative and
rhetorical relations.
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Model P R F1
Baseline 74.46 63.97 68.82
ArgRhetRelGraph 77.37 67.90 72.32
ArgRhetGraph 77.05 65.13 70.59
ArgRhetRel 77.29 64.43 70.28
ArgRhetMT 77.09 63.74 69.79

Table 1: Results obtained by the proposed models

Experimental results demonstrated that the use of rhetorical information improves the quality of ar-
gument retrieval compared to the baseline version. The ArgRhetRelGraph model showed the best results
and achieved F1 = 72.32%.

An analysis of examples where the predictions of the ArgRhetRelGraph differ from those of the Base-
line has shown that the most frequent rhetorical relation which decreases the model's confidence in the
presence of an argumentative relation is Elaboration (the satellite presents more detailed information
about the nucleus). Conversely, among those in which the model became more confident the Attribution
relation (the source, the author of the information presented in the nucleus) is more frequent. The Joint
relation (a conjunctively related sequence of segments) can either decrease or increase the model’s con-
fidence in the presence of an argumentative relation, depending on the specific context.

A comparison of the prediction quality for short- and long-distance relations (see Table 2) showed
that, in general, all models predict argumentative relations significantly better for statements within the
same paragraph (short-distance relations) than for long-distance relations. Meanwhile, the use of rhetor-
ical information improves prediction quality more strongly for long-distance relations, which can be
explained by the fact that, despite the local nature of rhetorical relations, they contribute to the text's
cohesion at the global level. Thus, the average linear distance in segments between pairs of statements
in the test set is 12.8, while the average distance in terms of transitions between nodes of the rhetorical
structure graph is 3.9.

Same paragraph Long distance
Model
P R F1 P R F1
Baseline 76.34 70.30 73.20 68.82 49.23 57.40
ArgRhetRelGraph 79.49 71.62 75.35 71.96 59.23 64.98
ArgRhetGraph 79.25 69.31 73.94 71.29 55.38 62.34
ArgRhetRel 78.95 69.31 73.81 72.63 53.08 61.33
ArgRhetMT 79.23 67.99 73.18 71.43 53.85 61.40

Table 2: Comparison of the prediction quality of argumentative relations for segments located at
different distances

6 Discussion

The most common errors resulting in incorrect argument predictions are categorized below.

Segmentation errors. RST segmentation being too fractional is inherited by the model, although, as
the expert analysis given in [12] shows, argumentative segments (ADUs) are often concatenations of
rhetorical segments (EDUs). As a correlating parameter, it is necessary to take into account the presence
of joint type relations in the context: for example, in (1), two EDUs should be combined into a single
ADU.



Using Rhetorical Structures to Analyze Argumentation in Scientific Communication Texts

(1) Oouaxo uccredosamenu He MO2Ym HA36aMb MOYHBLI 803PACM KOCMEl, [HOCKOIbKY MO MeCmo
aensiemcs 00vekmom Bcemuprozo Hacneous, ] <joint> [a oxameHnerocmu OXpaHaomcs 1a0CCKUM 3aKo-
HOOamenbCmeom. |

However, researchers cannot give an exact age for the bones [since the place is a World Heritage
site] <joint> [and the fossils are protected by Laotian law.]

Zoning errors are closely related to segmentation ones: there are examples in which an argumentative
relation is based on segments that actually relate to a non-argumentation zone, as evidenced by the
rhetorical context. In example (2) below, an argumentative relation is predicted that holds between the
purpose segment and the following segment, which is incorrect: the corresponding rhetorical relation is
context and annotators do not see any area of argumentation here. In the RST, subject matter relations
are contrasted with textual presentational relations that facilitate the presentation process. The textual
relations such as elaboration, context, joint are highly correlated with a larger argumentative segmenta-
tion and/or with belonging to the non-argumentation zone.

(2) Uccnedosamenu npoooaxicarom uckams cnocob [evliedums uiy Xoms 0bl CMASYUMb CUMNIIOMbL
bonesnu.] <context> [Komarnoa yuenvix ¢ yuacmuem HUY BIIID demanvro uzyuuna oxono 40 ucciedo-
sanuil 3a nocrneonue 20 nem] u nPeononoNCUNA, KAK CIUMYISAYUSL MO32A MONCEM GIUSMb HA YELOCH-
nocmo I OB, 6 mom wucie npu bonesnu Anvyeeiimepa.

Researchers continue to look for a way [to cure or at least alleviate the symptoms of the disease.]
<context> [A team of scientists with the participation of the Higher School of Economics has reviewed
in detail about 40 studies over the past 20 years] and suggested how brain stimulation can affect the
integrity of the BBB, including in Alzheimer's disease.

Errors in predicting the direction of argumentative relations which in the rhetorical representation
correspond to subject matter relations such as causal, purpose, explanation linking adjacent segments
or groups of segments. Most false-positive examples are found for adjacent segments within the same
paragraph, when the direction of the predicted argumentative relation is erroneously opposite to the
direction of the rhetorical link (in the examples below main segments predicted by the model are under-
lined).

(3) [ som na smom smane konvyo "0b6udvl" 3amvikaemcsi, | [max kax nyoiuunoe guipasicenue ooudvl
U_OCKOPONEHHOCMU HANPABNEHO HA 8bl308 CONEPENCUBAHUSL OPY2UX H00ell KOHKPEMHO K 6aM U 8auiell
cumyayuu, |

[And at this stage the circle of "resentment" closes,] [since the public expression of resentment and
insult is aimed at evoking empathy from other people specifically towards you and your situation, |

(4) [«Bo écem mupe 6b110 npo0enano 02pomMHoe KOIUIecmeo meopemuieckux u IKCHepUMeHmanibHbIxX
pabom,] [nanpasiennbix HA MO, YMOOBL NOHAMb, YO NPOUCXOOUTN HOCLE NO2LOWCHUSL POomOoHa. [>

[ “A huge amount of theoretical and experimental work has been done around the world] [aimed at
understanding what happens after a photon is absorbed.]>

(5) [Ho nexomopsie dannvie 0 Helponax u enuanbHulx Kiemkax docmynusl.] [Tax, [8 [[uccredosa-
HUujJ] Kumatickux y4eHolx cooouianocy, | 4umo mMazHummnsle UMnYIbCbl MOZYH OKA3bIBAMb HEUPO3auUm-
Holll 9¢hpexm. |

[but some data on neurons and glial cells are available.] [For example, [a [[study]] by Chinese
scientists reported that magnetic pulses can have a neuroprotective effect.]

In the examples given, causal (3), purpose (4), and explanation (5) subject matter dependencies are
marked by the presence of corresponding discourse markers (highlighted in bold), which are character-
ized by certain positional characteristics (as indicator of argumentation causal max xax ‘since’ intro-
duces a premise, and nosmomy ‘therefore’introduces a conclusion, etc.). A combination of the described
model with the indicator method (see [31]) would allow us to avoid most of these types of errors.

Errors in predicting long-distance relations. The segments are in different paragraphs or even in
different sections of the article. Long-distance relations should not contradict short-distance relations,
which is the case in (6).

(6) Pezynbmamul noomeepoicoaiom oyeHKu 03pacma OKaMeHelocmell, Hall0eHHbIX paHee 8 neujepe
Tam Ila Jlune, [Ho yeeruuusarom xpornono2uto 3mo2o mecma npumepro xa 10 000 rem.]

[Ilewepa naxooumcs 6onee yem 8 300 kuromempax om mops, | nosmMomy omxpuvimue npeononazaem,
YUMo HaAWU Muepupyrouwue npeoKku e NPoCcmo Cied08ail 800Jb NOOEPEd’ChA U OCMPOBO8 8 CBOEM NYme-
wecmeuu uz Agpuxu, Ho nepecexanu iecHvle patloHbl U OONUHbBL PEK.
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The results confirm age estimates for fossils previously found at Tam Pa Ling Cave, [but push the
site's chronology back by about 10,000 years.]

[The cave is more than 300 kilometres from the sea,] so the discovery suggests that our migrating
ancestors did not simply follow coastlines and islands on their journey out of Africa, but crossed forested
areas and river valleys.

Errors in determining the role of the title. In view of the text organization characteristics, these errors
can be considered a special case of the previous ones.

(7) [B aaocckou newepe natidena kocms yenosexa gospacmom 86 molc. iem]

[B medpax naocckoii newepol yuenvie OOHAPYHCUNU CaMble PAHHUE U3BECHIHblE CEUOEMEeTbCMEa
moeo,] umo Hawu yenogeuecKue NPeoxu NPodUPaAIUCy yepez Mamepurogyio yacms Kzo-Bocmounoil
Aszuu no nymu 6 Ascmpanuio oxono 86 000 rem nazao.

[86,000-year-old human bone found in Laotian cave]

[In the depths of a Laotian cave, scientists have discovered the earliest known evidence] that our
human ancestors made their way across mainland Southeast Asia on their way to Australia about 86,000
years ago.

It can be assumed that one of the parameters that must be taken into account is the genre characteristic.
Thus, in scientific articles, the last paragraph/heading is more likely to represent the main thesis - the
conclusion, to which segments from other paragraphs should be connected as premises. In news articles,
on the contrary, the headline may well be the premise — this is how annotators see it in (7).

7 Conclusion

In this paper, we investigate the role of rhetorical structures in the task of argument extraction. Two
approaches are proposed and studied: the first one uses rhetorical structure in constructing vector repre-
sentations of segments using GNN, and the second one uses multitask learning that combines argumen-
tation extraction with rhetorical relations prediction.

The proposed solutions contribute to improving the quality of predicting argumentative relations,
including connections between statements located at a significant distance from each other. The best
quality was demonstrated by a model in which vector representations of statements were modified using
a GNN and supplemented with information about the type of rhetorical relation, and achieved F1 =
72.32%.

This study was limited to predicting the relations between EDUs. In the future, it is planned to expand
the approach by using methods that allow combining several EDUs into one argumentative statement.
In addition, it is planned to study the role of rhetorical relations in the task of predicting argumentation
schemes.

Acknowledgements

This study was supported by the Russian Science Foundation (grant No. 23-11-00261),
https://rscf.ru/project/23-11-00261/.

References

[17] Mann W.C., Thompson S.A. Rhetorical structure theory: Towards a functional theory of text organization.
Text, 8(3), 1988, pp. 243-281.

[2] Mann W.C., Thompson S.A. Toward a theory of reading between the lines: An exploration in discourse struc-
ture and implicit communication. Paper presented at the Seventh International Pragmatics Conference, Bu-
dapest, Hungary, 2000. Access mode: https://studylib.net/doc/7881702/toward-a-theory-of-reading-between-
the-lines.

[3] Taboada M., Mann W. Rhetorical Structure Theory: Looking back and moving ahead — Discourse Studies.
SAGE Publications. Vol. 8. No. 3, 2006. Pp. 423—459.

[4] Taboada M., Mann W.C. Applications of Rhetorical Structure Theory. Discourse Studies, 8(4), 2006, pp. 567—588.

[5] Walton D., Reed C., Macagno F. Argumentation schemes. Fundamentals of critical argumentation. New York:
Cambridge University Press, 2008. 443 p.

[6] Walton D. Argumentation theory: A very short introduction. Eds. Simari G., Rahwan I. Argumentation in
Artificial Intelligence, Springer, Boston, 2009, pp. 1-22.



Using Rhetorical Structures to Analyze Argumentation in Scientific Communication Texts

[7] Musi E., Alhindi T., Stede M., Kriese L., Muresan S., Rocci A. A Multi-layer Annotated Corpus of Argumen-
tative Text: From Argument Schemes to Discourse Relations, Proceedings of the Eleventh International Con-
ference on Language Resources and Evaluation (LREC’2018), Miyazaki, Japan, 2018, pp. 1629—1636.

[8] Accuosto P, Saggion H. Discourse-driven argument mining in scientific abstracts, 24th International Conference
on Applications of Natural Language to Information Systems NLDB 2019, Salford, UK, 2019, pp. 182—194.

[9] Kononenko I.S., Sidorova E.A., Akhmadeeva I.R. Comparative analysis of rhetorical and argumentative
structures in the study of popular science discourse — Computational Linguistics and Intellectual Technolo-
gies Papers from the Annual International Conference “Dialogue”. 19 (26), 2020. — pp. 432-444.
DOI: 10.28995/2075-7182-2020-19-432-444.

[10] Azar M. Argumentative Text as Rhetorical Structure: An Application of Rhetorical Structure Theory — Argu-
mentation 13, 1999, pp. 97-114.

[11] Chistova E. et al. RST Discourse Parser for Russian: An Experimental Study of Deep Learning Models. In:
van der Aalst W.M.P. et al. (eds) Analysis of Images, Social Networks and Texts. AIST 2020. Lecture Notes
in Computer Science, vol. 12602. Springer, Cham, 2021. Pp. 105-119.

[12] Timofeeva M.K., Kononenko I.S., Shestakov V.K., Zorkaltsev A.V. Analysis of the possibilities of using
markup based on the theory of rhetorical structures to clarify argumentative markup [in Russian]. Bulletin of
Tomsk State University. 2024. Ne 508. C. 86-98. doi: 10.17223/15617793/508/9

[13] Peldszus A., Stede M. Rhetorical structure and argumentation structure in monologue text. In Proceedings of
the Third Workshop on Argument Mining (ArgMining2016), pages 103—112, Berlin, Germany, 2016. Asso-
ciation for Computational Linguistics.

[14] Hewett F., Rane R.P., Harlacher N., Stede M. The utility of discourse parsing features for predicting argu-
mentation structure. In Proceedings of the 6th Workshop on Argument Mining, pages 98—103, Florence, Italy,
2019. Association for Computational Linguistics.

[15] Chistova E. End-to-End Argument Mining over Varying Rhetorical Structures — Findings of the Association
for Computational Linguistics: ACL 2023 / ed. Rogers A., Boyd-Graber J., Okazaki N. Toronto, Canada:
Association for Computational Linguistics, 2023. Pp. 3376-3391.

[16] Dozat T., Manning C.D. Deep Biaffine Attention for Neural Dependency Parsing: arXiv:1611.01734. arXiv, 2017.

[17] Peldszus A., Stede M. An annotated corpus of argumentative microtexts //Argumentation and Reasoned Ac-
tion: Proceedings of the 1st European Conference on Argumentation, Lisbon. —2015. — Vol. 2. — P. 801-815.

[18] Sun Y. et al. Discourse Structure-Aware Prefix for Generation-Based End-to-End Argumentation Mining —
Findings of the Association for Computational Linguistics ACL 2024. Bangkok, Thailand and virtual meet-
ing: Association for Computational Linguistics, 2024. Pp. 11597-11613.

[19] Stab C., Gurevych L. Parsing argumentation structures in persuasive essays //Computational Linguistics. —
2017.—Vol. 43. — Ne. 3. — P. 619-659.

[20] Mayer T., Cabrio E., Villata S. Transformer-based argument mining for healthcare applications /ECAI
2020. — IOS Press, 2020. — P. 2108-2115.

[21] Accuosto P., Saggion H. Transferring knowledge from discourse to arguments: A case study with scientific
abstracts. In Proceedings of the 6th Workshop on Argument Mining, pages 41-51, Florence, Italy, 2019.
Association for Computational Linguistics.

[22] YangA.,LiS. SciDTB: Discourse Dependency TreeBank for Scientific Abstracts //Proceedings of the 56th Annual
Meeting of the Association for Computational Linguistics (Volume 2: Short Papers). —2018. — P. 444-449.

[23] Kipf T.N., Welling M. Semi-Supervised Classification with Graph Convolutional Networks — 5th Interna-
tional Conference on Learning Representations, ICLR 2017 — Conference Track Proceedings. 2017.

[24] Caruana R. Multitask Learning — Machine Learning. 1997. Vol. 28, No. 1. Pp. 41-75.

[25] Crawshaw M. Multi-Task Learning with Deep Neural Networks: A Survey — ArXiv. 2020.

[26] E.A. Sidorova, I.LR. Akhmadeeva, Yu.A. Zagorulko, A.S. Sery, V.K. Shestakov, “Research platform for the
study of argumentation in popular science discourse” [In Russian], Ontology of Designing, 2020, 10(4),
pp. 489-502, DOI: 10.18287/2223-9537-2020-10-4-489-502.

[27] Chistova E. Bilingual Rhetorical Structure Parsing with Large Parallel Annotations. In Findings of the Asso-
ciation for Computational Linguistics: ACL 2024, pages 9689-9706, Bangkok, Thailand, 2024. Association
for Computational Linguistics.

[28] Beltagy L., Peters M.E., Cohan A. Longformer: The Long-Document Transformer: arXiv:2004.05150. arXiv, 2020.

[29] Lukasik M. et al. Does label smoothing mitigate label noise? — Proceedings of the 37th International Confer-
ence on Machine Learning. PMLR, 2020. Pp. 6448-6458.

[30] E.A. Sidorova, [.LR. Akhmadeeva, D.V. Ilina, A.S.Sery Extracting Argumentation from Scientific Communi-
cation Texts in Russian Language [in Russian]. 1st Eurasian Congress of Linguists. Moscow, December 9—
13, 2024: Book of Abstracts / Ed. by Andrej A. Kibrik, Julia V. Mazurova, Marina K. Raskladkina. Moscow:
Institute of linguistics RAS, 2025. — pp.405-407. — ISBN 978-5-6049527-9-5

[31] Sidorova E.A., Akhmadeeva I.R., Kononenko I.S., Chagina P.M. Argument Extraction Based on the Indicator
Approach // Pattern Recognition and Image Analysis, Volume 33, Issue 3, 498-505 (2023).
https://doi.org/10.1134/S1054661823030410

11



	Akhmadeeva I. et al.:Using Rhetorical Structures to Analyze Argumentation in Scientific

