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Abstract

This study addresses the gap in evaluating large language models' (LLMs) cultural awareness and alignment
within the Russian sociocultural context by introducing a structured framework comprising 8 Cultural Types (e.g.,
Spiritual Practitioner, Soviet Intellectual) and 5 catchphrase groups (e.g., memes, proverbs). A 400-question evalua-
tion dataset was developed to probe 10 multilingual LLMs, including GPT-40, Claude 3.5 Sonnet, and Gemini 1.5
Pro, across fact-based cultural knowledge and nuanced linguacultural understanding in a zero-shot setting. Results
show that closed-source models GPT-40 and Claude 3.5 Sonnet outperform other models, with one of the smallest
models (Mistral NeMo 12B) achieving the lowest result. Performance disparities were noticed in separate evaluation
on Cultural Type tasks and catchphrases. Model-specific skews emerged, with lower-ranked models showing inclina-
tion toward specific cultural types. Qualitative analysis revealed common errors, such as selecting synonymous but
incorrect answers or failing to grasp culturally specific logic. The contribution outlines the limitations of LLMs in
interpreting cultural context and lays the groundwork for further research in assessing the cultural-linguistic alignment
of LLMs.
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AHHOTAIUSA

Hamre nccnenoBanue NoCBAIEHO H3yYEHHUIO KYJIBTYPHOH OCBEJOMIEHHOCTH OOJIBIINX SI3BIKOBBIX MOJIENEH O cO-
BPEMEHHOM PYCCKOS3BITHOM COLHOKYIBTYPHOM KOHTEKCTE. J{JIsl 3TOro mpemiokeHa CTPyKTYPHUpPOBaHHAs CHCTEMa,
BKJIFOYAIONIast 8 KyJIbTYpHBIX THIOB (Hampumep, JlyxoBHbIH npakTuk, COBETCKHI HHTEIUINTEHT) U 5 TPYIIT PE4eBBIX
ximmre. Ha ocHoBe 9T0if cucreMsl Obu1 pa3zpaboran Habop maHHBIX U3 400 BOIPOCOB pa3nuMyYHBIX (OPMATOB JUIS
OLICHKH (PaKTOJIOTMUECKOTO 3HAHUS KYJIBTYPHBIX 0COOEHHOCTEH M 00j1ee TOHKOTO JIMTBOKYIBTYPHOTO ITOHUMAaHUS B
ycioBusix zero-shot. Pesynsrars! TectupoBanus 10 mynstisssraaeix LLM (Britowass GPT-40, Claude 3.5 Sonnet n
Gemini 1.5 Pro) 1eMOHCTPHUPYIOT PEBOCXOCTBO 3aKpbIThIX Moaeineit GPT-4o0 u Claude 3.5, Torna kak HAMMEHBIIUN
Ppe3ysbTaT nokasasia kommnaktHas Mozens Mistral NeMo 12B. BeisiBieHs! pa3nudrs B pe3ysibrarax MoAeneil npu pas-
JEeTbHOH OLIEHKE 3a/laHNi Ha Ky/lbTypHBIE THITBI U peueBble Kiuiie. OOHapyKeHb! celu(pUIeCcKrue CMEIEHUS: MEHee
3¢ dexTrBHBIE MOAEN AEMOHCTPHPOBAIH CKIIOHHOCTD K OTIPEAEIEeHHBIM KyIbTYPHBIM TUIAaM. KadecTBeHHBIH aHAMN3
BBISIBIJI TUITUYHBIE OMMOKY, BKIIIOYast BHIOOP CHHOHIMHIYHBIX, HO HEKOPPEKTHBIX, OTBETOB MIIM HECIIOCOOHOCTH pac-
MIO3HATh KyNBTYypHO-CIICIU(HUIHYIO JIOTHKY. VcciaemoBanue momdepkuBaeT orpannuenusi LLM B mHTeprperamun
KyJIBTypHOTO KOHTEKCTa M (POPMHPYET OCHOBY JUIS JAANBHEHIINX HCCIEAOBAaHUN OIEHKH KYJIBTYPHO-JTHHTBUCTHYE-
CKOH COITIaCOBaHHOCTH S3bIKOBBIX MOJIENIEH.

KonroueBbie ciioBa: GoiblIve SI3BIKOBBIE MOJIEIH; PYCCKHUH SI3BIK, pEUYEBBbIE KIIMIIE; KYJIBTYPHBIH THII; OL[CHKA
OOMBIINX A3BIKOBBIX MOJIENEIl; BOMPOCHO-OTBETHBIE 331aUH

1 Introduction

The rapid advancement of contemporary generative technologies raises questions about the level of in-
tegration of large language models (LLMs) into the cultural environment and their ability to consider
users' axiological orientations. In this context, tools for assessing the cultural competencies of the LLMs
are being actively developed. One of the main lines of research is the evaluation of cultural alignment
and biases in the models (Cao et al., 2023; AlKhamissi et al., 2024; Naous et al., 2024; Rao et al., 2024).
Another research direction focuses on probing and benchmarking LLMs for their cultural knowledge in
specific domains and languages. Those include the evaluation of commonsense knowledge in diverse
cultures (Myung et al., 2024; Shen et al., 2024; Koto et al., 2024); evaluation against cultural dimensions
(Son et al., 2023; Yin et al., 2024; Wang et al., 2024; Kim et al., 2024); and probing for cultural norms
(Fung et al., 2023) and values (Arora et al., 2023; Zhao et al., 2024; Karinshak et al., 2024).

Several benchmarks have been developed for the Russian language to assess general language profi-
ciency, as well as ethical, logical, and other competencies. The largest task sets include RussianSuper-
GLUE (Shavrina et al., 2020), MERA (Fenogenova et al., 2024), and TAPE (Taktasheva et al., 2022).
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Despite the existence of such comprehensive general assessment tools, methods for the evaluation of
cultural awareness in LLMs for Russian are still missing.

The present study attempts to fill this gap by developing the methodology which allows to probe
LLMs for the cultural awareness and alignment across diverse aspects of contemporary Russian culture.
We operationalize this through the development of (1) a taxonomy of 8 distilled Cultural Types and (2)
5 distinct catchphrase groups. These constructs form the basis of a structured evaluation framework,
which we employ to construct an evaluation dataset and conduct evaluation of 10 large language models.

The rest of this paper is structured as follows. First, we describe the methodology of identifying the
cultural types, provide their brief description, and describe the groups of catchphrases. Section 4 reviews
the evaluation dataset. In Section 5 we describe the evaluation setup, which includes models, prompts
and metrics. We report on the evaluation results in Section 6, and conclude the paper in Section 7.

2 Cultural Types

The present section explicates the analytical framework developed to study the interaction of LLMs with
the Russian national cultural context. By synthesizing methodological principles derived from interpre-
tive sociology, cultural anthropology, and linguacultural studies, we establish and operationalize the
conceptual category of "cultural type". A cultural type is defined by specific traits:

e Each cultural type is characterized by shared social norms, values, cultural activities, and his-
torical backgrounds that shape a specific collective identity and perspectives on the cultural
landscape (Tonnies, 2001). Representatives of a particular cultural type can articulate their sense
of belonging as part of an in-group, which helps them distinguish themselves from "others";

e For the purposes of analysis each cultural type can also be seen as a distinct linguacultural type
(LCT), possessing a unique speech repertoire, specific linguistic strategies for expressing cul-
tural preferences, and distinctive behaviors in cultural consumption (Lutovinova, 2009);

e Hence cultural types exhibit specific colloquial usages that reflect unique cultural values, these
can be explored through Hofstede's cultural dimensions theory (Hofstede, 2001). For instance,
cultural types may represent either communities of practice, where identities are articulated
through shared actions and goals, or communities of interest, where identities form around com-
mon interests and values (Lave and Wenger, 1991; Eckert, 2006);

e Following Hofstede’s theory, it was concluded that the cultural code (Lotman, 2000) governing
language behavior within these types is somewhat transgenerational, allowing different genera-
tions to coexist within the same cultural type.

Following interviews with the participants of the research team (conducted through a method similar
to focus groups) and consultations grounded in empirical ethnographic observation (Zubarevich and
Zubarevich, 2010), eight distinct cultural types were identified. Their short descriptions are provided
below.

Basic Type encompasses individuals with a fundamental level of knowledge essential for effective
integration into the cultural landscape of Russian society. A quintessential example of this type is a high
school graduate. Those within this category are diverse and may hold various social statuses, occupa-
tions, interests, and preferences.

Careerist-Achiever covers people who stick to a pragmatic approach to life and career. They may be
involved in common activities but rather represent a community of interest, sharing the values of produc-
tivity, efficiency, pragmatism, and objectivity.

IT Visionary indicates innovators and technoptimists who are deeply involved in the production and
dissemination of technologies — such as IT specialists, engineers, and analysts. They tend to be open-
minded and at the same time prioritize thought-provoking cultural content that reflects their interests
(science fiction, dystopias, and so on).

Modern Intellectual indicates representatives of contemporary creative professions who are actively
engaged in various forms of intellectual labor. This may, but do not always, result in the creation and
consumption of commercialized and widely sought-after "creative products,"” (i.e., intellectual property:
books, films, plays, etc.).
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Nonconformist as a type is united by hyperconsumption of certain ideas and cultural texts, which are
not currently mainstream. This category includes individuals who identify with countercultural values,
as well as those who temporarily align themselves with specific subcultural movements.

Spiritual Practitioner embraces those who undertake different spiritual practices for the purpose of
cultivating spiritual development. They may be deeply involved in religion, philosophy, or some pseu-
doscientific theories like astrology and tarot cards. Thus, on the verbal level, they may be indicated
through certain rituals, actions, and the use of “magical” spells and words.

Soviet Intellectual as a cultural type is deeply engaged with both Soviet ideological culture and dis-
sident narratives. As a custodian of “domestic” modernist perspectives, this type embodies the complex-
ities of the Soviet cultural landscape, but probably excluded from the cultural context generated in the
digital environment.

Trend Watcher is characterized by active consumption of mass culture products, heightened aware-
ness of changes within the cultural landscape, strong focus on contemporary agendas, and active digital
socialization. Its representatives’ communication often includes slang, references to cultural phenomena,
and memes, reflecting their active participation in today's cultural discourse.

Each cultural type has its unique background, encompassing specific cultural knowledge and prefer-
ences. To ensure transparency in this research, the background was organized by referencing various
social and cultural domains, including arts, media, science, politics, religion, and sports, as well as con-
cepts related to everyday life. Specific artifacts from these areas, such as cultural texts, quotes, and
names, were used to create thematic maps for each type. Validation of thematic map content was con-
ducted through cross-checking within the research group. The identified spectrum of cultural types al-
lows us to focus on significant cultural groups that can be considered essential to Russian society and
enables granular analysis. However, the spectrum can be extended and specified in further studies by
other methods such as focus groups, autoethnographic research, and so on.

3  Catchphrases

The cultural commonsense knowledge in our research is represented in two parts: the Basic Type de-
scribed above and a separate block that contains catchphrases. Catchphrases reflect elements of culture
and represent a kind of cultural language code that refers to something well-known and generally sig-
nificant (Krongauz, 1995). Such speech formulas, due to frequent use and regular involvement in the
processes of language games, lose their identification, if they had one, and are reproduced as an element
of cultural information regardless of the author and source (Linguistic Encyclopedic Dictionary, 1990).
It is extremely significant that such speech formulas are traditional for a certain society; therefore, they
can be used as signs of any culture as a whole, as well as of some special group within it (Nikitina, 1995;
Nikolaeva, 1995). In other words, being verbal stereotypes in society, catchphrases play an important
role in the social and cultural definition of the community, and their decoding is natural for any carrier
of such cultural information.

For the current research, we considered catchphrases from a wide range of sources: the most popular
memes (Eto fiasko, bratan (lit. This is fiasco, bro)); quotes from fiction, movies, songs, and advertising
slogans (Rukopisi ne goryat (lit. manuscripts don't burn), (Nado, Fedya, nado (lit. we must, Fedya, we
must)); phraseological units (yazyk bez kostei (lit. tongue without bones)); proverbs and idioms (rnogi
volka kormyat (lit. the wolf's legs feed him)).

In addition, the catchphrases feature the theme of childhood. This group represents the active cultural
vocabulary of a child, mainly of preschool age, which, nevertheless, is also used and reproduced in
adulthood. The children's catchphrases include: riddles; counting rthymes (vyshel mesyats iz tumana |...]
(lit. the moon came out of the fog [ ...])); tongue twisters (Karl u Klary ukral korally |...] (lit. Karl stole
corals from Clara [...])); quotes from fairy tales and children's literature (Vot kakoi rasseyannyi s ulitsy
Basseinoi (1it. Such an absent-minded one from Basseynaya street)); songs; teasers and jokes (obmanuli
duraka na chetyre kulaka (lit. fooled a fool for four kulaks)); proverbs (s kem povedesh'sya, ot togo i
naberesh'sya (lit. You will learn from who you hang out with)).
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4 Dataset and Tasks

The cultural types, thematic maps, and catchphrase groups outlined in Sections 2 and 3 formed the
foundational framework for constructing a 400-question evaluation dataset. A few examples of the ques-
tions are included in Appendix A.

Tasks in the dataset take the form of 5 different question types: multiple-choice with one correct
answer (MCQ (1)), multiple-choice with several correct answers (MCQ (N)), gap-filling (GF) with one
correct answer, one-to-one matching (M), and one correct answer extraction from a given text (AE). For
the distribution of the number of questions and question types across cultural types and catchphrase
groups, see Table 1. Details on the number of potential answers for each question type are provided in
Appendix B.

Cultural type / MCQ MCQ

catchphrase group 1) ™N) GF Ma | AE
each cultural type (40) 22 5 3 7 3
childhood (30) 8 - 22 - -
memes (10) 5 - 5 - -
phraseological units (10) | - - 10 - -
proverbs (12) 8 - 4 - -
quotations (18) 5 1 7 5 -

Table 1: Distribution of number of questions and question
types per cultural type and catchphrase group

For the purpose of consistent experimentation, we define a unified interface for all categories (cultural
types and catchphrase groups) in the dataset. Each category is represented in JSON format, where each
record contains five fields: id, question type, prompt, question, and answer.

5 Evaluation Setup

5.1 Models

We evaluate several LLMs on their knowledge of the defined cultural types and catchphrase groups. All
tested models have multilingual capacity and support the Russian language. Other selection criteria in-
clude the support of general questions and high performance on Russian benchmarks'. The LLM pool
includes both open- and closed-source models and is listed in Table 2.

Model No. params
GPT-40 -

GPT-3.5 Turbo 16K -

Claude 3.5 Sonnet -

Gemini 1.5 Pro >200B
Gemma 2 27B 27B
Qwen2.5 72B Instruct 72B

Llama 3.1 405B Instruct | 405B
Command R+ 104B
Mistral NeMo 12B 12B

Table 2: Models for evaluation with their respective number of parameters

The GPT-40 model was included in two versions (released in May and August, 2024) in order to assess
the consistency in this model family. We also included GPT-3.5 Turbo to compare its performance
against the next generation models. Additionally, the compact Mistral NeMo model was added to eval-
uate its performance relative to significantly larger counterparts.

! Being in the top 10 on llmarena.ru as of 20.11.2024.
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5.2 Prompts

LLMs are known to be sensitive to how prompts are formulated (Si et al., 2023; Zhuo et al., 2024). To
develop prompts that the selected models understand and respond to in a specified manner, we created
a separate set of 20 questions, which contained all 5 types of questions. Each type of question has its
own prompt, and each of the resultant prompts consists of four parts: task explanation, information about
a number of correct answers, specification of the output format, and a requirement not to explain the
reasoning. The latter is needed for the unification of the assessment. All prompts used for the evaluation
were in Russian and are included in Appendix A, along with the examples of output formats.

5.3 Metrics

The evaluation dataset consists of various question types, which need to be evaluated differently. We
use Accuracy for the MCQ (1) and GF and Exact Match (EM) for the AE questions. For the question
types that feature a possibility for partially correct answers — MCQ (N) and Ma — we use 1-Hamming
Loss and the Jaccard index, respectively.

The overall evaluation metric is based on the weighted aggregation of individual category metrics by
question types. We first compute the weighted average per category based on the number of questions
of a certain type in that category. Then the category metrics are averaged, weighted by the total number
of questions in the respective category, to compute the overall one. Its modification to evaluate sepa-
rately on the cultural type and the catchphrase blocks is calculated in a similar manner.

5.4 Evaluation

We evaluate LLMs in a zero-shot setting with task prompting and prompt each model one time. The
temperature is set to 0 for all models, with other sampling parameters left to their default values. For the
output parsing, we employ a series of heuristic rules to extract an answer, formatted according to the
prompt specification. Then, we conduct a manual check, aimed at catching any inconsistencies, and
correct the formatting if needed. Lastly, we calculate and report the category and overall metrics.

6 Results

As mentioned in the previous section, we evaluate 10 large language models on their awareness and
alignment with Russian culture across 8 cultural types and 5 groups of catchphrases and compute the
overall metric to obtain a single-value qualitative measure of their performance. The results, shown in
Fig. 1, indicate that the top-scoring models are both versions of the GPT-40 and Claude 3.5 Sonnet, with
the lowest score achieved by the smallest of the tested models: Mistral NeMo 12B. The rest of the
models (middle-scorers) form two clusters: the ones that achieved almost 80% in the performance meas-
ure (Llama 3.1 405B Instruct and Gemini 1.5 Pro) and those in the 65-75% range (Qwen2.5 72B Instruct,
Gemma 2 27B, and Command R+).

GPT-40 (May, 2024) 0,89

GPT-40 (August, 2024) 0,88
Claude 3.5 Sonnet 0,88
Llama 3.1 4058 In- 0,79

Gemini 1.5 Pro 0,78

Model

Qwen2.5 72B Instruct 0,74
Gemma 2 27B 0,69
Command R+ 0,67
GPT-3.5 Turho 16K 0,58
Mistral NeMo 128 0,56
0,00 0,25 0,50 0,75 1,00

Metric value

Figure 1: Overall performance of the selected models
on the evaluation dataset, sorted in descending order
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The performance in respect to the separate evaluation against Cultural Types and catchphrases is
shown in Fig. 2. The distribution of the models’ performance against the Cultural Type blocks mimics
the overall performance since this block contains the larger number of questions. However, all models
performed significantly worse against the catchphrases. This divergence likely stems from fundamental
differences in task design: Cultural Type questions primarily assess factual knowledge (including for-
eign cultural influences), while catchphrases evaluate nuanced cultural knowledge that is a product of
internalized collective cultural experience.

B Cultural Types [ Catchphrases

GPT-40 (May, 2024) W 0,92
GPT-40 (August, 2024) — 090
Claude 3.5 Sonnet 0,89
Llama 3.1 405B In-struct oo0 0,84
Gemini 1.5 Pro BeE 0,81

Qwen2.5 728 Instruct e 0,79

Model

0,75
Gemma 2 278 045

Command R+ 530 074

GPT-3.5 Turbo 16K R 063

Mistral NeMo 12B i 0,60

0,00 0,25 0,50 0,75 1,00

Metric value

Figure 2: Results of the separate evaluation on the Cultural Type and the catchphrase blocks

The analysis of model performance across individual Cultural Types (Fig. 3) revealed that the top six
models demonstrated comparable performance across all types, with minor deviations. However, the
bottom four models exhibited significant skews toward specific types. Notably, GPT-3.5 Turbo and Mis-
tral NeMo displayed alignment with the Spiritual Practitioner category, while GPT-3.5 Turbo addition-
ally achieved peak performance in the Nonconformist type.

Evaluation by catchphrase group (Fig. 4) showed greater variability, with no model achieving parity
across all categories. GPT-40 and Claude 3.5 Sonnet underperformed most prominently in the Meme
group, whereas Llama 3.1 405B Instruct and Gemini 1.5 Pro exhibited weaker results in Quotes. Perfor-
mance disparities across catchphrase groups were model-specific, indicating individual strengths and
limitations. These findings suggest no singular problematic Cultural Type or catchphrase group which
challenges the models’ performance. Instead, cultural awareness evaluations reveal intrinsic model-spe-
cific traits, emphasizing the necessity for developers and users to account for these idiosyncrasies.

Comparing the two versions of the GPT-40 models, there are slight differences in the IT Visionary,
Careerist-Achiever, and Nonconformist Cultural Types, with the May version achieving higher scores.
Both models performed identically on the catchphrase block, apart from the Childhood category, where
the August version made one less mistake. A closer look at the mistakes made revealed that the models
almost always make the same ones. This slight difference in performance in some categories could po-
tentially be attributed to the sensitivity to prompts or the ordering of potential answers and needs further
investigation. Additionally, both the GPT-40 versions seem to be well-rounded across all categories
(with the exception for Memes), while the GPT-3.5 Turbo, a previous generation in this model family,
shows an evident skew as mentioned above.

During the qualitative analysis of the errors made by the models, we observed that many models
struggled with questions where a correct answer is seemingly illogical, compared to the straightforward
factual knowledge (names, places, etc.). For example, identifying a cosmic phenomenon that could neg-
atively affect human life from the astrological perspective, or esoteric ideas of what should be done in
order to become wealthier. In both the cultural type and the catchphrase block, another common kind of
mistake was concerned with choosing an answer synonymous with the correct one (as in choosing the
word friend instead of bratan in This is fiasco, bratan, mentioned in Section 3, or choosing the words
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sosedki (eng. neighbors) and devchonki (eng. girls) in the famous quote from Pushkin’s ‘The Tale of
Tsar Saltan’ Tri devitsy pod oknom pryali pozdno vecherkom (eng. Three fair maidens, late one night,
sat and spun by candlelight.).

== GPT-4o0 (August, 2024) == GPT-40 (May, 2024) claude-3.5-sonnet | == gqwen-2.5-T2b-instruct == google-gemma-2-27b-it
== |lama-3.1-405b-instruct == google-gemini-pro-1.5 cohere-command-r-plus-08-2024 == GPT-3.5 Turbo 16K
= mistral-nemo
Basic Basic

Trend Watcher 1,00 IT Visienary Trend Watcher 0,80 IT Visionary

Modern Intellectual Careerist-Achiever | Modern Intellectual Careerist-Achiever

Soviet Intellectual Spiritual Practitioner Soviet Intellectual Spiritual Practitioner

Nonconformist Nonconformist

Figure 3: Results of the separate evaluation on individual Cultural Types
(the first five models to the left side of the graph, the last five models — to the right)

== GPT-40 (August, 2024) == GPT-d40 (May, 2024) claude-3.5-sonnet | == qwen-2.5-72b-instruct == google-gemma-2-27b-it

== llama-3.1-405b-instruct == google-gemini-pro-1.5 cohere-command-r-plus-08-2024 == GPT-3.5 Turbo 16K == mistral-nemo
Childhood Childhood
1,00 075

Quotes Phraseological units Quotes Phraseological units

Proverbs Memes Proverbs Memes

Figure 4: Results of the separate evaluation on individual catchphrase groups
(the first five models to the left side of the graph, the last five models — to the right)

7 Conclusion

This study focuses on the development of the evaluation methodology which allows to assess LLMs
for the cultural awareness and alignment to the contemporary Russian sociocultural environment. We
developed a structural evaluation framework which operationalizes through 8 Cultural Types and 5
groups of well-known catchphrases. This framework served as basis for the development of an evalua-
tion dataset of 400 questions and probing 10 multilingual LLMs for their ability to understand and reflect
cultural nuances.
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The results reveal significant variability in performance. Overall top performance was achieved by
closed-source models GPT-40 and Claude 3.5 Sonnet, while the lowest scores were achieved by GPT-3.5
Turbo and the smallest of the evaluated models Mistral NeMo 12B. Performance diverged significantly
between tasks: models excelled at Cultural Type questions, which often evaluated fact-based knowledge,
but underperformed on catchphrase evaluations, reflecting gaps in nuanced linguacultural knowledge.

Analysis revealed model-specific biases: lower-ranked models skewed toward specific cultural types
(e.g., GPT-3.5 Turbo favored Spiritual Practitioner and Nonconformist), while catchphrase performance
varied idiosyncratically — GPT-40 and Claude 3.5 Sonnet struggled with Memes, whereas others fal-
tered on Quotes. GPT-40 versions showed minor differences in Cultural Type scores but identical catch-
phrase performance, suggesting prompt sensitivity. Error analysis highlighted two failure patterns: (1)
difficulty resolving culturally illogical but correct answers, and (2) synonym confusion. These findings
underscore the need for further research into improving LLMs' cultural alignment. Future work could
expand the dataset, refine evaluation methodologies, and explore ways to enhance models' cultural
awareness.
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Appendix A. Examples of Questions in Cultural Types

Basic Type

(M

Ha ¢panmuxe xaxoii xongpemor uzoopasicena kapmuna Meana [luwxuna « Ympo 6 cocnogom
oopy»? A) benouxa b) I'vinusep B) Muwika na Cesepe I') Kapa-Kym /) Kpacnas Lllanouxa E)
Muwxa xoconanuiil.

On the wrapper of which candy is Ivan Shishkin's painting "Morning in a Pine Forest" depicted?

A) Belochka B) Gulliver C) Mishka na severe D) Kara-Kum E) Krasnaya Shapochka E) Mishka
Kosolapyj.

Nonconformist

2

Jlononnume ¢ppaszy: «llencu, neiioscep, » A) BI'TPK B) seuepunxa B) MTV I') monooocms [])
koxa-xona E) cmapmdhon.

Complete the phrase: "Pepsi, pager, " A) VGTRK B) party C) MTV D) youth E) Coca-Cola E)
smartphone.

Trend Watcher

3)

Buibepume pezudoenmos Comedy Club: A) Ilasen Bons B) 'apux Xaparamos B) Cepeeii Opnos I)
Cemen Crenaxoa.

Select Comedy Club residents: A) Pavel Volya B) Garik Kharlamov C) Sergey Orlov D) Se-
myon Slepakov.

11
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Appendix B. Question Types and Prompts

npernmHanus. OOBSICHATE CBOIT BEIOOD
HE HY)KHO.

Question | Number Output Prompt (Rus) Prompt (translated to English)
type answers format
Multiple 1 correct Letter: A Ha Bxon momatorcst mHcTpykimu s The input contains instructions for an-
choice (1) | outof 6 oTBeTa Ha Bompoc. B Hux Oyxer He- swering a question. They will contain
CKoIbKO BapuaHTOB oTBeTa. Ompezne- — several answer options. Determine the
JTUTE BEpHBIA OTBET. B oTBere yka- correct answer. In the answer, indicate
KHUTE TOJNBKO OOHY OykBy mpaBmib- only one letter of the correct answer.
Horo orBeta. OOBsICHATH cBoW BBIOOp  There is no need to explain your choice.
HE HYXXHO.
Multiple N correct  One or Ha Bxon momatorcst mHcTpykimu uis  The input contains instructions for an-
choice (N) | outof4or more let- oTBeTa Ha Bompoc. B Hux Oyner He- swering a question. They will contain
6 ters CKoNbKO BapuaHTOB oTBeTa. Ompezne-  several answer options. Determine the
in alpha- JIUTEe BEpHBIH OTBET. YuTuTe, uTo MX  correct answer. Note that there may be
betical or-  Moxer ObITh HeckombKo. B orBete several. In the answer, indicate only the
der: AB YKaXuTe TONbKo OykBy orBeTa mim letter of the answer or a sequence of let-
MIOCIIeI0BaTeNILHOCTE U3 OykB otBera  ters of the answer in alphabetical order
B andaBUTHOM mopsiake 6e3 mpobema.  without a space. There is no need to ex-
OOBSCHATH CBOI BEIOOP HE HY)KHO plain your choice.
Gap-fill- 1 correct Letter: A Ha Bxox nmoparorcst Borpocsl, B koto-  The input contains a question, in which
ing out of 6 pPBIX HYXXHO 3amojHUTh mpomyckd. you need to fill in the gaps. Gaps are
Ipomycku o6o3Hauensr 3HakoMm " ".  marked with the sign " ". Fill in the gap
3amonHMTE TpOMycK mpemnokeH- with the suggested options. In the an-
HBIMH BapuaHTamMH. B oTBere yka- swer, indicate only one letter of the cor-
KHUTE TONBKO ONHY OyKBY mHpaBmib- rect answer. You do not need to explain
Horo orBeTa. OOBIICHATH CBOW BBIOOp  your choice.
HE HYXXHO.
One-to- 2 listsof 4  Sequence  Ha Bxonm momarorcs mHCTpykimu uis  The input contains instructions for an-
one clements of num- oTBeTa Ha Bompockl. Jlns kaxkmoro swering questions. For each element
matching | each bers JNIeMeHTa U3 MepBoro cnucka Beioepu  from the first list, choose the most suita-
and let- HanOosee noxxonsmmi snmemeHT M3 ble element from the second list. The let-
ters: 1B BTOpOro cmucka. byksel He momkHbel  ters should not be repeated. You need to
2V3A4G mosropsarecs. HyxHo moctaparscst —try to make 4 pairs. In your answer, indi-
cocTtaBHTh 4 mapel. B otBete ykaxkure  cate only the sequence of numbers and
TONBKO  HOcienoBarenbHOCT, U3 letters from these lists separated by a
udp-OykB 3TUX CIMCKOB uepe3 npo-  space in the format 1B 2A 3D 4C.
6en B hopmare 16 2A 3T 4B.
Answer 1 correct A noun Ha Bxox moparotcs mHcTpykumu st The input contains instructions for an-
extraction | outof 6 the in orBera Ha Bompoc. Haiinute B Tekcte  swering a question. Find the correct an-
nomina- MIPaBUIIBHBIN OTBET. YKaKuTe OTBET B swer in the text. Provide the answer in
tive case MMEHUTEIPHOM Majexe 0Oe3 3HakoB the nominative case without punctua-

tion. There is no need to explain your
choice.

Table 3: Question types used in the evaluation dataset, number of correct and potential answers,
along with prompts and output format
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