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Abstract

Generating texts that demand high factual accuracy and strict formatting, such as encyclopedic articles, presents
numerous challenges: how and where to gather relevant information, how to structure it into a coherent and well-
formatted text, and how to ensure that the compiled article does not contain factual errors. We propose a solution to
these problems for the Russian language by developing a system for generating encyclopedic articles that extracts
the most recent and relevant knowledge from scientific publications in the online library eLIBRARY.RU and struc-
tures it as a single context for input into a generative model. To evaluate both the impact of the extracted knowledge
on the content of the final texts and the overall quality of generation, we considered several prompting strategies,
some of which do not use the context found in publications, and compared these approaches using automatic met-
rics and human expert evaluation. We hope that the created framework will become a reliable reference material
for scientists researching new and relevant topics in their field of expertise.
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Annoramus

Tlopokienne cTosb TpeboBaTEIbHBIX 10 (DAKTOJOIHYECKOH TOYHOCTH M CTPOrOCTH OMOpPMJIEHUS
TEKCTOB, KaK SHIIUKJIONEINIECKINE CTAThU BHI3BIBAET MHOXKECTBO TPYIHOCTEI: KaK U OTKY/a COOMPATH
peJIeBAHTHYIO MHMOPMAIUIO, KAK CTPYKTYPUPOBATH €€ B CB3HbBIA U IPAMOTHO OOPMIICHHBINA TEKCT, U
KaK yIOCTOBEPUTBCsI, YTO COCTABJIEHHAST CTAThsI HE COMEPXKUT (DAKTUIECKUX OmubOK. MbI npemiaraem
pelenre 3Tux IpobJsieM JJisi PYCCKOTO $I3bIKa, Pa3paboTaB CUCTEMY PeHEepaliy SHIIUKJIONEIUIECKUX
cTaTel, U3BJIEKAIOIIYIO CaMble MOCTIEIHNE W PEJIEBAHTHBIE 3HAHUS W3 HAYYHBIX ITyOJUKAIMi OHJIAH-
6ubinorekn eLIBRARY.RU u cTpyKTypupyIomnyo ux Kak eJIWHbIH KOHTEKCT Ha BXOJ[ PeHEePATUBHOM
Mozenu. B 1esisix oleHKY KakK BJIMSTHUS U3BJIEUEHHBIX 3HAHUI HA COJEPXKAHNE UTOTOBBIX TEKCTOB, TaK U
Ka4ecTBa MeHEepPaIy B IIEJIOM Mbl PACCMOTPEJIN HECKOJIBKO CTPATET il IIPOMIITUPOBAHMS, YACTh KOTOPBIX
HEe WCIOJIb3YeT HAWJIEHHBIN B MyOJMKAIUsIX KOHTEKCT, M CPABHUIM STU MOIXOILI HA aBTOMATHIECKUX
METPHMKAX U OIEHKAaX JIIOJEei-9KcrepToB. Mbl HajeeMcs, 9TO CO3JAaHHBINA (DPEHMBOPK CMOXKET CTATh
HaJIEYKHBIM CIIPABOYHBIM MAaTE€pUaJIOM JJIsi YUEHBIX MPU HMCCJIEIOBAHUN HOBBIX W AKTYaJbHBIX TEM B
00/1aCTH UX IKCIEPTUSDI.

KaroueBbie  ciioBa: TOpPOXKIEHWE  SHIUKJIONEIUIECKUX  CTaTeil, HaydHble IIyOJUKAINH,
e.LIBRARY.RU, nouckoBas [I0IOJIHEHHAs TeHepaIys, OOJIbIINE sI3bIKOBbIE MOJIEIIH
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1 Introduction

Encyclopedic articles are a valuable source of information, storing knowledge in a concise but informat-
ive form. Currently, a wide variety of online encyclopedias have been created and maintained, the most
famous and comprehensive of which is Wikipedia. However, articles for such Internet sources are written
and edited by people, which creates difficulties in timely updating them with current knowledge.

A solution to this problem is the creation of systems for automatically compiling encyclopedic articles.
Over the past decades, many works (Sauper and Barzilay, 2009; Liu et al., 2018; Fan and Gardent, 2022)
have been published describing such frameworks specifically for Wikipedia due to its useful properties:

» Huge size of the knowledge base — a large volume of data for creating training collections;

* Clearly defined section structure and the presence of an official guide for formatting article texts;

* Active community of editors, which allows for a more objective assessment of the system’s output
quality.

One of the important sources for forming Wikipedia articles is scientific articles. It can take a consid-
erable amount of time from the start of active use of a scientific term in a particular field until a Wikipedia
article about that term appears, which may not be sufficiently detailed. This work investigates the prob-
lem of generating an encyclopedic article for terms not present in Wikipedia based on a collection of
scientific articles. At the first stage of the collection analysis, target terms are identified. Publications
and sentences containing the term are then extracted. At the final stage, the extracted sentences are fed
into generative models to generate the article. In the study, we evaluated several language models and
prompts for generation. This task formulation can be described as the Retrieval-Augmented Generation
(RAG) task, which aims to improve the quality of content generation by generative language models
based on found relevant information.

2 Related Work

In 2009, C. Sauper and R. Barzilay developed an algorithm for "smart" data extraction from scientific
texts annotated with thematic sections (Sauper and Barzilay, 2009). This approach uses the Yahoo search
engine as a knowledge base. The extraction of relevant context occurs through queries containing the
target term and popular topics in the subject area of the term. Despite impressive results for its time, the
"smart" extraction algorithm has significant limitations regarding the training dataset, requiring that the
corpus texts be annotated by topic.

In the work (Banerjee and Mitra, 2016), the WikiWrite system is described to automatically generate
full-length Wikipedia articles. This approach retrieves information about a target entity from the Web and
then uses classifiers trained on the content of similar articles to assign web-retrieved content to relevant
sections of the Wikipedia article. A key innovation is the two-step integer linear programming model,
which synthesizes disjointed content into coherent, human-like summaries for each section. Although
the authors reported that the majority of created articles were retained in the online encyclopedia, they
noted that it was difficult for the Wikiwrite to meet the requirements of encyclopedic tone of Wikipedia.

In 2018, the Google Brain team developed a framework for generating preambles for English-language
articles in the style of Wikipedia formatting (Liu et al., 2018). Unlike the previous approach, the sys-
tem extracts context both through Internet queries and through the reference section available for each
Wikipedia article. The main innovation in their research was the use of an optimized generative model
based on the Transformer architecture (Vaswani, 2017), capable of processing contexts up to 11 thousand
tokens long. It is worth noting that the task of generating preambles is significantly simpler compared to
the task of generating complete articles, which we pursue in this study.

A. Fan and C. Gardent conducted research on generating Wikipedia-style biographies (Fan and
Gardent, 2022), in which a BART-like model (Lewis, 2019) writes complete articles sequentially, section
by section. Distinctive features of their system include a citation module that preserves references to the
documents used in the extracted context and generates a literature section based on them, as well as a
cached generation method that reduces the amount of repetitive information between adjacent sections.
The main drawback of this framework is the BART model’s input size limitation of 1024 tokens, which
significantly reduces the potential amount of information transmitted through the extracted context.
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Currently, approaches to generating encyclopedic articles based on the application of large language
models (LLMs) are actively being researched. In work (Gao et al., 2024), LLMs are tested in the task
of generating reviews dedicated to well-known terms in natural language processing, such as word2vec.
The testing is conducted in zero-shot (task description without examples), one-shot (based on a single
example article), and descriptive prompt formats, where the main sections of the review are specified and
explanations are given for each section. To improve the quality of the generated articles, the publications
referenced in the corresponding Wikipedia articles can be used. The study shows that the GPT-4 model
generates high-quality reviews comparable to expert reviews. However, it should be noted that in this
case, reviews are generated for well-known concepts for which there is a large volume of literature.

In the work (Shao et al., 2024), the STORM system is described to help write high-quality Wikipedia
articles. Upon receiving a topic for writing an article, the STORM system queries the LLM to find related
topics, retrieves articles on related topics from Wikipedia, and extracts tables of contents from them.

In the work (Balepur et al., 2023), an approach is considered to generate descriptive texts on a given
topic using the IRP (Imitate, Retrieve, Paraphrase) method. The first component, Imitator, plans the
future content of the text. The second component, Retriever, searches for texts based on the formulated
query. The last component, Paraphraser, adjusts the extracted text to match the style of the text being
created.

In 2024, J. Zhang et al. conducted the research on generating full-length Wikipedia articles on recent
real world events (Zhang et al., 2024). The authors developed three RAG frameworks: Retrieve-then-
Read for reranking related documents from the Web and simply reading the top ones for generation,
Plan-Retrieve-Read (PRR) which uses LLMs’ planning capabilities and a multi-stage reranking strategy
to outline and generate articles section by section, and a fine-tuned Retrieve-then-Read strategy for Wiki-
pedia generation. The evaluation of generated articles, conducted using LLM-based metrics, showed that
hierarchical-based methods (PRR) can produce more comprehensive content, while fine-tuned methods
achieve better verifiability. Unlike their study, our system uses a different two-stage reranking technique,
experiments with a single RAG framework but multiple prompting strategies and utilizes human expert
evaluation since LLMs are known to have certain biases when assessing machine-generated texts (Gao
et al., 2024).

The novelty of our paper lies in the pioneering generation of Wikipedia articles for the Russian lan-
guage and exploring dictionary entry generation in the constrained context of scientific publications.

3 System for Generating Encyclopedic Articles

Our study is based on the following principles:

* Use of Russian-language scientific publications as an information source. Presumably, the first
information about new terms appears in scientific articles, where the authors describe these concepts
and set the context for their use. Extracting information from original publications is a challenging
task due to the lack of preliminary filtering and formatting by subject area experts, but it significantly
speeds up the knowledge accumulation process by eliminating the need for such experts;

* Generation using large language models (LLMs). Training generative models independently not
only requires a large annotated dataset but often falls short in quality compared to using the best
available LLMs. Moreover, modern models can follow user instructions to adjust their output and
work with contexts of enormous size. Therefore, we decided to train only the knowledge extraction
system and, instead of training a generative system from scratch, to configure the optimal prompting
strategy for a ready-made model.

The developed generation system can be logically divided into separate stages (see Figure 1).

At the first stage, a collection of scientific articles is gathered, and terms for which an encyclopedic

article should be written are extracted.

At the second stage, for the target term, sentences from the collected scientific articles that are most
relevant to the encyclopedic article are extracted, i.e. sentences that convey the most general information
about the term. Two principles are used to select such sentences: automatic sentence classification based
on a specially trained classifier, as well as a special list of markers.
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At the third stage, the extracted sentences are fed into a generative language model along with a
prompt that formulates the task of generating an encyclopedic article. As a result of the final stage, an
encyclopedic article is generated for the given term.

Extracting
Information
from
Publications

Filtering
Relevant
Context

Generating
Based on
the Context

Ordering
the Context

BERT-Extractor Markers LLM

Figure 1: The process of generating an encyclopedic article for a term. Yellow indicates processing
stages, green indicates the tools used.

3.1 Sentence Filtering

By a unit of useful information, we mean a separate sentence relevant to the input term. To assess
relevance, all candidate sentences from the corpus must first be extracted and processed. The general
algorithm for finding sentences can be described as follows:

1. Selection of articles mentioning the input term;

2. Splitting the content of suitable publications into separate sentences;,

3. Selection of sentences with a given syntactic structure. For further processing, sentences with a verb
predicate and sentences resembling definitions in structure (X is Y) are selected;

4. Cleaning sentences of insignificant fragments. Insignificant fragments include section headings,
formulas, and hyperlinks, i.e., elements that do not carry significant information but complicate the
determination of sentence relevance. Detection of such fragments is done using regular expressions.

The output of the above algorithm is a list of cleaned sentences potentially relevant to the input term.

Next, we will consider these stages in more detail.

3.2 Selection of Sentences Relevant for the Encyclopedic Article

Sentences mentioning a term can convey general information about it, useful for inclusion in an en-
cyclopedic article (hereinafter referred to as encyclopedic sentences), or specific information related to a
particular study. To select encyclopedic sentences, automatic classification based on a transformer neural
network model is used. To train the classifier, it was necessary:

1. to create a training dataset based on a given collection of publications;

2. to determine the most suitable model for this dataset and the task.

Training Dataset
Positive Samples Negative Samples
e  Wikipedia articles with target terms as o  Publications from the eLIBRARY.RU
headings; corpus, mentioning target terms;
e  All sentences. e  Sentences without marker words.
~1960 sentences ~6100 sentences

Figure 2: Training data for the task of classifying encyclopedic sentences.
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The created dataset consists of automatically annotated sentences for 50 terms that have articles in
Wikipedia. Positive sentences are taken from the corresponding Wikipedia articles. The set of negative
sentences was formed from scientific articles containing these terms (see Figure 2).

We assumed that the majority of sentences from scientific articles containing the target term relate to a
specific study rather than to encyclopedic information. Thus, sentences from articles constitute the set of
negative examples for classification. Sentences that potentially could contain encyclopedic information
were not included in the negative set. Such sentences usually contain certain markers for conveying
basic information about a term and the corresponding concept, i.e. definitin, components and structure,
purpose and use, comparisons, as well as markers emphasizing the general significance of the statement
contained in the sentence (see Table 1).

Vocabulary .
Category (# words) Representatives
Definitions 1 BapHUAaHT, BUJI, O3HAYAET, ONPEJIETIEHUE, OIPEJIETUTD, ONPEIEIATh,
[IPEJICTABJISITh, PA3SHOBUIHOCTD, TEPMUH, THII, 9TO
BKJIIOYATD, BKJIIOYNTH, BXOJUT B COCTAB, KOMITOHEHT, KOHCTDYK-
Structure 13 IIUsT, MOJIYJIb, TPUHAJIJIEXKATD, COIEPIKAT, COCTAB, COCTOSITh, CTPYK-
Typa, 9acTh, SJIEMEHT
JIaBATH BO3MOXKHOCTH, JaTh BO3MOXKHOCTD, WCIIOJIB30BAHUE, WC-
U 14 OJIB30BATh, UCTIOTH30BATHCS, TO3BOIUTD, MO3BOJIATE, TPEIHAZHA-
sage YUTh, IPUMEHEHNE, TPUMEHUTD, IPUMEHSITh, IPUMEHSIThCSI, CJIy-
JKUTh, YIOOHBIH HHCTPYMEHT
60sbITIe, OOJBINUI, MEHBINE, MEHBINNUN, HEJOCTATOK, Hea(hdeK-
TUBHOCTH, HEI(PDEKTUBHBIN, OCOOEHHOCTD, OTJINYINE, OTJIUIUTE b=
Distinctive 19 Hasi OCODBEHHOCTDb, TOXOXK, MPEUMYIIECTBO, CpaBHEHWE, CPABHU-
Features BaTb, CPABHUTEJILHBIN, CPABHUTD, CXOJACTBO, 9(hPEKTUBHOCTD, 3]-
deKTUBHBIN
B Hacrosiiiiee BpeMst, M3BECTHO, KaK MPaBUJIO, KaK TIPUHSITO, 00IIIe-
Additional 15 U3BECTHO, OOIMENPUHATDIN, OOBIYHO, IO OOJIBINIEH YacTH, CIeayeT
Information CUMTATD, CAUTAETCSI, TAKUM 00Pa30M, TPaUIMOHHO, TPAIUIIHOH-
HBII, 9aCcTO, Jalle BCEro
Total 76

Table 1: Marker words for encyclopedic sentences, divided by semantic categories.

As a result, a training dataset of 8060 sentences was obtained, in which 1960 sentences are positive
examples (filtered sentences from Wikipedia articles), and 6100 sentences are negative examples (filtered
sentences from scientific articles). This dataset can be significantly expanded in the future based on the
analysis of other terms and corresponding scientific publications and Wikipedia articles.

Comparison of Classifiers for Extracting Encyclopedic Sentences

On the collected training dataset, the quality of several models from the BERT family was evaluated:

* DeepPavilov/rubert-base-cased — a model from DeepPavlov based on the multilingual BERT-base,
trained on Russian Wikipedia and news data (Kuratov and Arkhipov, 2019);

* ai-forever/ruSciBERT — a Russian version of SciBERT (Beltagy et al., 2019), developed by Sber
Al in collaboration with the Laboratory of Machine Learning and Semantic Analysis at the Al
Institute of Moscow State University (MLSA Lab) for analyzing scientific publications in Russian
(Gerasimenko et al., 2022);

* ai-forever/ruRoberta-large — a Russian version of the RoOBERTa model (Liu, 2019) from the Sber-
Devices team (Zmitrovich et al., 2023);

* misa-iai-msu-lab/sci-rus-tiny — a small ROBERTa architecture model developed by MLSA Lab
for obtaining embeddings of scientific texts in Russian and trained on data from the eLIBRARY.ru
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portal;

* mlsa-iai-msu-lab/sci-rus-tiny3 — an improved and closed version of the previous model.

The characteristics of the classifiers are provided in Appendix A.

The main goal of this stage is to obtain a sentence classifier with minimal error in identifying positive
sentences, i.e. sentences carrying encyclopedic information. Within the study, two classification tasks
were considered:

1. Unconditional — only the sentence itself is fed into the language model, and the model estimates

the probability of this sentence to belong to encyclopedic article texts;

2. Conditional — as additional information, the target term is fed into the model along with the sen-
tence, separated by the SEP token: (target term)[SEP](sentence). In this task, the language model
predicts the probability that the sentence belongs to an encyclopedic article dedicated to the target
term.

In both cases, contextualized embeddings are generated for the input tokens and the CLS
token. For classification, the models DeepPaviov/rubert-base-cased, ai-forever/ruSciBERT, and ai-
forever/ruRoberta-large use only the obtained representation of the CLS token, while misa-iai-msu-
lab/sci-rus-tiny and mlsa-iai-msu-lab/sci-rus-tiny3, trained to generate semantic embeddings of scientific
texts, create an embedding of the entire sentence.

Model Precision Precision
(unconditional) | (conditional)
DeepPavlov/rubert-base-cased 0.9499 0.9956
ai-forever/ruSciBERT 0.9618 0.9916
ai-forever/ruRoberta-large 0.9833 0.9941
mlsa-iai-msu-lab/sci-rus-tiny 0.9649 0.9642
mlsa-iai-msu-lab/sci-rus-tiny3 0.9338 0.945

Table 2: Precision estimates of various classifiers in the encyclopedic sentences classification task.

It should be noted that the quality of the generative module directly depends on the quality of the
extracted sentences, so the precision of classification is a much more significant indicator than its re-
call. Thus, we can determine the best model using two precision metrics, each corresponding to its
classification task (see Table 2).

As can be observed, the ai-forever/ruRoberta-large model showed better results than models pre-
trained on scientific corpora (ai-forever/ruSciBERT, mlsa-iai-msu-lab/sci-rus-tiny, mlsa-iai-msu-lab/sci-
rus-tiny3), which can be explained by its size. The final system uses this model because of its high scores
on both metrics.

Ordering Encyclopedic Sentences

The extracted encyclopedic sentences can be fed into the generative model without changes. However,
we decided to additionally modify the context by ordering the sentences according to the previously
mentioned marker words. Presumably, the presence of narrative order in the input context will help the
LLM better focus on important fragments for generation.

The sorting of sentences occurs in two stages:

1. By the semantic segments of the present marker words (primary sorting). Each semantic segment
represents a section of the encyclopedic article. Structurally, it can be described as the following
sequence: definitions, structure, usage, distinctive features, additional information. As can be seen,
the most general categories that can suit terms of different types and different subject areas are
chosen as sections. The specified order of sections is used in the primary sorting. If no marker word
is encountered in a sentence, it is added to the very end of the sorted sequence;

2. By the confidence level of the extractor model (secondary sorting). Almost always after the first
stage, segments with many suitable sentences are obtained. To order the context within the sections,
a secondary sorting by descending classifier confidence is used.
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The relevant sentences ordered in this way will be called the RAG-context of the target term. An
example of the joint work of the encyclopedic sentence extraction model and the sorting procedure is
provided in Appendix B.

3.3 Context-Based Generation

The responses of the generative RAG-system depend not only on the RAG-context fed into it but also
on the used large language model and the type of instructions (prompts) given to the model. The prompt
sets the layout of the final text, establishing requirements for content, narrative style, and formatting.
The language model uses this layout to generate a response, based on its own and RAG-knowledge, and
adhering to the limitations set by its developers. Next, we will consider the LLMs used in the study and
the types of prompts.

Used LLMs

We evaluated the quality of generation among three large language models: Claude-3-sonnet (Anthropic,
2024), Meta-Llama-3-70B-Instruct (Dubey et al., 2024), Mixtral-8x22b-instruct-v0.1 (Team, 2024). All
of them are medium-sized models, providing a balance between speed and quality.

Feature Claude-3 (Sonnet) | Llama-3 (70B) | Mixtral (8x22b)
Parameter Count ? 70B 141 B
Context Window

(# tokens, 103)
Knowledge Cutoff August 2023 December 2023 October 2021
Multimodality + - -
Open Source - + +

200 8.192 64

Table 3: Features of the used LLM:s.

The used LLMs were chosen due to their significantly varying properties (see Table 3), which allowed
for a more diversified comparative output and thus simplified the identification of certain patterns.

It is worth mentioning that all the presented models are hosted on different cloud platforms, which may
indirectly affect the generated articles. For instance, services for Claude-3 and Mixtral forcibly limit the
context window of the models to several thousand tokens, which can lead to unwanted shortening of long
articles, while the Llama-3 service does not have such a limitation. Moreover, Llama-3 is the only LLM
in our work the workflow of which could be automated through the GradioAPI.

Prompt Instructions Types

Each prompt strategy was created to test some aspect of generation (see Table 4):

* Basic (Simple prompt) — general knowledge of the LLM about the target term;

* Detailed (Detailed prompt) — model’s ability to change the output format according to the user’s
needs and structure knowledge by sections;

* Basic/Detailed + RAG — combining the general knowledge of the LLM with knowledge extracted
from scientific articles;

* Basic + Russian language — controlling the LLLM’s proneness to switching to its "default language"
when responding to unfamiliar topics;

* Encyclopedic (Encyclopedic prompt) — semantic consistency and content completeness of sen-
tences in the RAG-context;

* Encyclopedic + target term — model’s ability to adapt information from the RAG-context to the
target term;

* Freestyle (Freestyle prompt) — proficiency in composing a coherent text from the RAG-context.
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4 Experiments

4.1 Quality Metrics

The quality of the generated texts can be assessed in different ways. In this work, we used two types
of automatic metrics: absolute and relative. Absolute indicators describe the characteristics of the text,
while relative indicators compare the model’s prediction with some reference:

+forced lang.

Prompt Type Contents
TBost 381894 - OTBETHTH Ha 3ampoc mosb3osaresst. [ ITnmm na pycckom ssbIke. ]|
Basic P &
eJleBaHTHAsT HH(MOPMAILHS:
+RAG piatt

<RAG-context>|

Pacckaxxu o cieayroreM tepmune: <target term>.

TbI - 6osbII0H 3KCHIEPT B obsacTu pusuku u xumuu. TBOS 3a1a4a - HATUCATD
OCHOBHYI0 HH(OPMAIIAIO O 3AIIPAIINBAEMOM TEPMUHE.

CrpykTypupyit orBer 1o pasmesam: Oupenenenne, CtpykTypa, Vcmnonb3oBa-
nue, Ormauresbable ocobennocTy, Jonosnurenbable cBeaenns. Ilpunep:xm-
Baiicst yKa3aHHOTO IMOPSIKA Pa3iesioB. Pas3 iesibl He SABJISIIOTCS 00sI3aTe/IbHBIMU.
Ecnu cunraenib, 9To Ha KaKOR-TO pasjiesl HeJ0CTaTOYHO NHMOPMAIUHT, He II1-

+target term

I €ro.
Detailed I'naBubIil KpuTepuil KadecTBa TBOETO OTBETA - (PAKTOJIOTHYECKAS TOIHOCTD.
+RAG [Iponyckaii To, B 1eM He yBepeH, He JIru ToJib3oBaTe 0. Crapaiicst mucaTbh HA
PYCCKOM $I3BIKE. |
[Ipu orBeTe MOMUMO COOCTBEHHBIX 3HAHUN HCIIOJIB3YHl MIPEOCTABIEHHYIO pe-
JIEBAaHTHYO nHMOpMAIuo. Kcu canraenb, YTO KAKasi-TO YaCTh PEJIEBAaHTHOI
rHMOPMAIUN HE TIOJIXO/UT, He UCIIOJIb3Yil ee.
Penesanrnas nadopmaris:
<RAG-context>|
Pacckaxku o cienyromem tepmune: <target term>.
[TocTpoit  TeKCT SHIUKJIONEIUIECKONH CTATbU HA  OCHOBE  3aJIAHHBIX
npeiokennit.[ Crarbst JO/KHA OBITH IIOCBSIIEHA CJIEYIOIEMY TepMU-
. Hy: <target term>.
Encyclopedic y: ~targ >

[Ipennoxxenusi:
<RAG-context>

OrTser:

Freestyle

Cobepu CBABHBIN TEKCT U3 38JaHHBIX ITPEII0KEHNH.

[Tpemioxxenns:
<RAG-context>

Orser:

Table 4: Types of prompt instructions and their contents.

¢ Absolute metrics:

— Generation length — the average number of words in the generated articles;
— Latin symbols count — the average number of Latin characters in the texts, shows how often
the LLM switches to its "default language", i.e., English;
 Relative metrics:

— ROUGE-Precision (Lin, 2004) — similarity between two texts based on matching parts.
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Matching parts can be:
% unigrams — ROUGE-1I,;
* bigrams — ROUGE-2;
* the longest common subsequence — ROUGE-L at the level of the entire text, ROUGE-
Lsum at the level of individual sentences;
Relative metrics were measured when comparing with three variants of reference texts:
1. The full text of the corresponding Wikipedia article — similarity between the generated and editor-
written articles;
2. RAG-context — the activity of using the information extracted from the corpus by the model;
3. Publications from the eLIBRARY.RU corpus mentioning the target term — the degree of corres-
pondence of the generation to the latest knowledge in the subject area.

4.2 Input Data Description

The corpus of publications was composed of 15000 scientific articles in physics, downloaded from the
electronic library eLIBRARY.RU. During the analysis of the collection, about 4000 articles turned out
to be written not in Russian (mainly in English and less often in French) and were removed from the
corpus.

From the remaining collection, based on statistical indicators, 20 candidate terms of average frequency
were extracted (see Table 5).

Wiki Terms Non-Wiki Terms
1. acoustic emission; 1. pump wave;
2. quantum dot; 2. dynamic recrystallization;
3. internal waves; 3. ionospheric turbulence;
4. Rayleigh wave; 4. quantum beats;
5. gauge bosons; 5. optical rectification;
6. radioactive tracers; 6. parasitic resonance;
7. singlet oxygen; 7. electronic concentration;
8. Stokes number; 8. chaotic synchronization;
9. Rayleigh number; 9. memory function;
10. heavy water. 10. impact layer.

Table 5: Candidate terms for evaluation. Half of them do not have a corresponding Wikipedia article.

4.3 Results

The evaluation was performed for selected terms. The examples of generated articles are provided in
Appendix C. The statistics for each variant of the reference text are presented in separate tables, the best
indicators for each individual model are underlined, and the best among all three LLMs are highlighted
in bold.

Table 6 shows the absolute statistical indicators of the generated articles: the length of the generated

text and the number of Latin characters in the texts. From this table, it can be seen that:

* The use of RAG-context and both requirements (to write the text in Russian and for the target term)
reduces the size of the final article, regardless of the model and prompt type;

* LLM’s occasional switching to the "default language" can be eliminated with the help of RAG-
context as well as the explicit requirement to write in Russian;

* On average, Mixtral generates the shortest texts. This is explained by the fact that Claude-3 and
Llama-3 usually additionally format their responses (for example, breaking articles into semantic
sections and developing each segment into a whole paragraph). Thus, in the case of a detailed
prompt, where formatting rules are explicitly set, the difference between the models becomes less
noticeable;

* Llama-3 is more prone to switching to English when responding to unfamiliar topics than other
models — so, in the case of a basic prompt, it can write the entire article text in English.
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Configuration Generation Length | Latin Count
Basic 233.85 5.75
Basic+Lang 213.95 1.15
Basic+RAG 193.15 8.9
Claude-3 | Detailed 199.9 7.7
(Sonnet) Detailed+RAG 196.6 4.55
Encyclopedic 239.55 0.5
Encyclopedic+Term 218.9 0.85
Freestyle 2314 0.3
Basic 246.6 225.35
Basic+Lang 241.35 20.7
Basic+RAG 156.6 3.35
Llama-3 Detailed 255.85 16.55
(70B) Detailed+RAG 217.75 1.5
Encyclopedic 233.8 0.85
Encyclopedic+Term 226.3 3.9
Freestyle 249.75 0.7
Basic 146.9 0.55
Basic+Lang 106.15 0.4
Basic+RAG 138.5 0.45
Mixtral Detailed 245.3 1.3
(8x22B) Detailed+RAG 215.3 1.5
Encyclopedic 212.4 0.2
Encyclopedic+Term 199.85 0.85
Freestyle 155.6 0.3
Table 6: Absolute metrics of the generated articles.
. ROUGE
Configuration i 3 I Lsum
Basic 0.575 | 0.1786 | 0.3091 | 0.5465
Basic+Lang 0.5773 | 0.1838 | 0.3158 | 0.5441
Basic+RAG 0.6049 | 0.2021 | 0.3307 | 0.5771
Claude-3 | Detailed 0.5808 | 0.1742 | 0.3074 | 0.5533
(Sonnet) Detailed+RAG 0.589 | 0.1794 | 0.3109 | 0.562
Encyclopedic 0.5351 | 0.1741 | 0.2798 | 0.5003
Encyclopedic+Term | 0.5457 | 0.1787 | 0.2933 | 0.516
Freestyle 0.534 | 0.1725 | 0.289 | 0.4982
Basic 0.5537 | 0.1868 | 0.3122 | 0.526
Basic+Lang 0.523 | 0.1628 | 0.2967 | 0.4981
Basic+RAG 0.5821 | 0.2136 | 0.3496 | 0.555
Llama-3 Detailed 0.507 | 0.1679 | 0.2867 | 0.486
(70B) Detailed+RAG 0.509 | 0.1712 | 0.2811 | 0.4828
Encyclopedic 0.519 | 0.1639 | 0.2765 | 0.4937
Encyclopedic+Term | 0.5315 | 0.1784 | 0.2953 | 0.5052
Freestyle 0.5144 | 0.1538 | 0.2724 | 0.4819
Basic 0.599 0.21 | 0.3744 | 0.5673
Basic+Lang 0.6055 | 0.2008 | 0.379 | 0.5741
Basic+RAG 0.5972 | 0.2157 | 0.3876 | 0.5652
Mixtral Detailed 0.4919 | 0.1484 | 0.2765 | 0.4738
(8x22B) Detailed+RAG 0.5469 | 0.1821 | 0.3136 | 0.5225
Encyclopedic 0.5548 | 0.1947 | 0.306 | 0.5226
Encyclopedic+Term | 0.5331 | 0.1839 | 0.2961 | 0.501
Freestyle 0.5551 | 0.181 | 0.3268 | 0.5219

Table 7: Quality assessment of generation when compared with Wikipedia articles.
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. ROUGE

Configuration i 3 I Lsum
Basic 0.3144 | 0.0649 | 0.1665 | 0.2863
Basic+Lang 0.3756 | 0.1156 | 0.2039 | 0.3427
Basic+RAG 0.3949 | 0.104 | 0.1981 | 0.3613
Claude-3 | Detailed 0.378 | 0.1048 | 0.1986 | 0.3469
(Sonnet) Detailed+RAG 0.4139 | 0.1421 | 0.2161 | 0.3832
Encyclopedic 0.524 | 0.3393 | 0.314 | 0.4994
Encyclopedic+Term | 0.6003 | 0.4443 | 0.3552 | 0.5816
Freestyle 0.6932 | 0.6529 | 0.4334 | 0.6877

Basic 0.2943 | 0.0592 | 0.1638 | 0.2681
Basic+Lang 0.3104 | 0.0653 | 0.1782 | 0.2833
Basic+RAG 0.6277 | 0.3868 | 0.4195 | 0.5958
Llama-3 Detailed 0.2974 | 0.0637 | 0.1621 | 0.2697
(70B) Detailed+RAG 0.5119 | 0.314 0.31 | 0.4829
Encyclopedic 0.6755 | 0.5593 | 0.5103 | 0.6593
Encyclopedic+Term | 0.5538 | 0.3834 | 0.3821 | 0.5353
Freestyle 0.9429 | 0.935 | 0.8159 | 0.9428

Basic 0.3847 | 0.0787 | 0.2283 | 0.351
Basic+Lang 0.4258 | 0.086 | 0.2585 | 0.3915
Basic+RAG 0.5493 | 0.3097 | 0.3716 | 0.5137

Mixtral Detailed 0.2994 | 0.0597 | 0.1708 | 0.274
(8x22B) Detailed+RAG 0.4518 | 0.2345 | 0.2753 | 0.4229
Encyclopedic 0.6802 | 0.5516 | 0.485 | 0.6634
Encyclopedic+Term | 0.6463 | 0.4748 | 0.4593 | 0.623
Freestyle 0.9653 | 0.9074 | 0.6459 | 0.9595

Table 8: Quality assessment of generation when compared with RAG-contexts.

. ROUGE

Configuration i 3 I Tsum

Basic 0.9492 | 0.6162 | 0.7783 | 0.943

Basic+Lang 0.9594 | 0.6588 | 0.7977 | 0.9527
Basic+RAG 0.973 | 0.6795 | 0.8261 | 0.9676

Claude-3 | Detailed 0.9682 | 0.6569 | 0.8157 | 0.9638
(Sonnet) Detailed+RAG 0.9744 | 0.6615 | 0.8177 | 0.9712
Encyclopedic 0.9911 | 0.7821 | 0.8243 | 0.9869
Encyclopedic+Term | 0.9957 | 0.8265 | 0.8545 | 0.9926
Freestyle 0.9868 | 0.8811 | 0.8496 | 0.9852
Basic 0.8654 | 0.517 | 0.7227 | 0.8584
Basic+Lang 0.9485 | 0.5788 | 0.7909 | 0.9422

Basic+RAG 0.9831 | 0.7864 | 0.8632 | 0.9801
Llama-3 Detailed 0.9488 | 0.5466 | 0.7648 | 0.9429
(70B) Detailed+RAG 0.9847 | 0.717 | 0.8248 | 0.9821
Encyclopedic 0.9936 | 0.8639 | 0.8438 | 0.9922
Encyclopedic+Term | 0.9855 | 0.7777 | 0.8334 | 0.9828
Freestyle 0.9808 | 0.9534 | 0.847 | 0.9784

Basic 0.9658 | 0.6448 | 0.8518 | 0.9621
Basic+Lang 0.9758 | 0.6552 | 0.8924 | 0.9689
Basic+RAG 0.992 | 0.7653 | 0.8814 | 0.9886

Mixtral Detailed 0.9701 | 0.6274 | 0.8163 | 0.9675
(8x22B) Detailed+RAG 0.979 | 0.6989 | 0.835 | 0.9761
Encyclopedic 0.9929 | 0.8378 | 0.8558 | 0.9909
Encyclopedic+Term | 0.9911 | 0.8309 | 0.8658 | 0.9885
Freestyle 0.9986 | 0.9693 | 0.9075 | 0.9983

Table 9: Quality assessment of generation when compared with eLIBRARY.RU publications.
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Table 7 shows the similarity measures of the generated texts with Wikipedia articles for terms that
have such articles. Table 8 contains the similarity measures of the generated articles with the context
extracted from scientific articles. Table 9 shows the similarity measures of the generated articles with the
full scientific publications in which the target term was found.

The study of the statistical characteristics of the generated articles revealed the following patterns and
properties of LLMs:

* One of the reasons for the high ROUGE scores of Mixtral is the brevity of the texts it generates.

This is a known problem of metrics based solely on N-gram precision;

* The use of RAG-context increases the values of ROUGE regardless of the model, slightly when
evaluated on Wikipedia articles and significantly on the original publications and the context itself.
It is worth noting that adding the requirement to generate for the target term in the encyclopedic
prompt improves the metrics only for Claude-3 — this suggests that statistical metrics do not ne-
cessarily have to correlate with the level of narrative coherence;

* The encyclopedic and freestyle prompts have the highest scores for ROUGE when evaluated on
the RAG-context and original documents, the latter prompting strategy is especially good for these
metrics. Such a result is expected, since with this strategy the model essentially compiles a story
from the sentences of the RAG-context, simply reordering them and almost not adding new tokens;

* The detailed prompt performed worse than the basic one when evaluated on Wikipedia articles —
perhaps the standard generation templates in LLMs are sufficiently similar to the Wikipedia format;

* Claude-3 is the most conservative model, it noticeably uses the proposed context less when gener-
ating a response. Perhaps this is influenced by its "closedness" (recall that Llama-3 and Mixtral are
open-source models);

 Relatively low ROUGE-2 and ROUGE-L scores when evaluated on Wikipedia articles show that the
similarity between the generated and reference articles is observed at most at the level of individual
words or short common word sequences. This means that LLMs do not explicitly try to copy
Wikipedia when responding to queries.

4.4 Human Evaluation

The main drawback of all used automatic metrics is that they evaluate only the statistical characteristics
of texts, which say almost nothing about the factual accuracy and logical coherence of what is written.
A solution to this problem is the involvement of human experts into the evaluation (Van Der Lee et al.,
2019).
As part of our study, we conducted a survey consisting of the following parts:
1. parallel comparison (60 questions) — the expert is offered two articles written for the same target
term by different models with different prompting strategies (see Figure 3). The task of the respond-
ent is to choose the text that they liked more. There are no specific quality criteria in this task, i.e.,
the choice is made solely based on the subjective considerations of the expert;
2. standalone evaluation (40 questions) — in each question, the respondent is offered one article
(see Figure 4)). The task of the expert is to evaluate it according to three criteria:
* factual accuracy — the correspondence of the article’s content to real facts;
» semantic consistency — the coherence and logic of the narrative, the completeness of thought;
* compliance with the format of an encyclopedic article — the degree of similarity (in structure
and visual design) of the generated article to real encyclopedic articles written by people.

The experts from the Faculty of Physics at Lomonosov Moscow State University were invited to
assess the generated articles: 13 experts for the parallel part and 11 for the standalone one. Based on
the assessments obtained during the parallel comparison stage, ratings of the best models and prompting
strategies were calculated (see Table 10). The scores of the candidates were calculated according to the
following procedure:

* Respondent’s choice of candidate i — the model and prompt corresponding to it receive 1 point.

The opponent j does not receive a win;
* Tie — both candidates do not receive points;
* Both are bad — both opponents are penalized, receiving -1 point.
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- KanMGPOBOYHbIE 6030HbI *

KamabGposodrkie GO30HEI - 3T0 MACTHIE, KOTOPHE HEPEHOCAT 3ICMCHTAD-
HEIC CHIEL B npapojie. OHE SBIAOTCA YTOTHBIMH KOTODEIC
TEPE/IAIT CRITH MCYKTY JIDYTHMH SACTHIAMH.

CymecTEyeT TPH THIA KATHOPOBOTHEIX H030HOE: OTOHEL, BCKTOPHLIC HO30HE! H
rpaBHTOHEL POTOHE! NEPCHOCAT ICKTPOMATHHTHEIC CHITL, BEKTOPHEIC HO30HLI
- cafible CHIIBL, & IPABHTOHB - PPABHTAIHOHHEIC CHIIBL.

Kannfiporoanbie G030Hb BELIH 0TKPEITH B X0/1¢ SKCIEPAMCHTOR HA YCKOPHTEJIAX
uacTri. (JHH UTPAIOT BAXKHYIO POJb B TeoprH Benukoro ofbeMHeHIA, KOTODas
CTPEMHTCS OOBEHHRTE BCC HIBCCTHBIC CHUTLL B CIHAYIO TCOPHIO.

Onpejenenne: Kammfpopounsie G030HBL - 3T0 MACTHILE, KOTOPBIE HBIHKITCH 110~
PEHOCHHKAMH (DYHIAMCHTAILHBIX B3AUMOICHCTERA B KBAHTOEOH TCODHH TIOJIH.
OHE B3AMMOJICACTEYIOT ¢ APYTHME MACTHIAMH, IICPEHOCH CHILY BIAHMOJICHCTERS
MOy HEMA.

Crpykrypa: Kamabporoansic 6030HL MOTYT OLITE KAK NPOAOTBHEIMH, TAK H
TONEPEeHBIMA KOMIOHEHTAMH. 1Ipojio/bHEe KOMIOHEHTE KAIHGPOBOTHEIX 60~
30HOB MOYT BOSHHKATE KaK IOJJICTOYHOECKHE GO30HBL

Henonszosanne: Ka.rmﬁpomrrﬂmr BOROHEL HCIIOJBIYHITCH B KBaHTOBOH TEOPHH
TOMS JIIs OMHCAHHS (hYHIAMCHTATBHBIX BIAHMOACHCTERN MCHY TACTHIIAMH.

OHH MOTYT B3aHMOACHCTEORATE ¢ JPYTHMH ACTHIAMH, TAKHMH KAK KBADKH H
JICOITOHEL, TICPCHOCH CHITY B3AHMOICHCTEHA MY HHMH.

Orummmrensasie ocobernocTi: Kamubpoponsie G030HB OTIHMAKITCA OT JPYy-
THX GOZOHOB TEM, YITO OHH HBJISIOTCH NEPCHOCTHKAME (DYH/IAMCHTAILHBIX B3AK-
moyieiicTeri. OHE MOTYT B3aHMOJCHCTBOBATE C JIPYTHMHE SACTHIAME, IEPEHOCH
CHITY B3AHMOJICHCTBHA MOy HHMH.
JononarTensasie ceeenns: KamBposoinsie HO30HB! MOIY T HOTPHBHAJIBHO B3a-
OBATE C XHI GOZOHOM, A TAKIKC ¢ KBAPDKAMH H JICITTOHAMH
(nocpeacTEOM IOKABCKOTO rBuH). Do oIECaTE
EIAHMOJICHCTENS MEKJLY ACTHIAMH B KEAHTOROH TCODHH IO,

() Nesas

() Husss

() 06e nnoxue

Figure 3: Example of parallel comparison for the term "calibration bosons".

Bonpoc 1 - kBaHTOBOE 6MeHHe

B nociacipne aga JecaTHICTHS HHTCPEC K KBAHTOBBIM OHCHHAM PE3KO BOGDOC
B CBAZH ¢ HADOJeHHeM GHCHUI B KBAHTOBO-PASMCPHBIX NOUIYIPOBOAHHKOBBIX
HAHOCTPYKTYDAX, PACCMATPHBACMBIX COAMAC KAK HAHDOJIOE NCPCICKTHEHEIC Ma-
TCPHAIIBL JIJ1H HICKTPOHHOM H BRIMHCIHTEILHON TEXHAKA, D10 nozso/ser Goee
OTYICTIHEO PEFHCTPHPOBATE KBAHTOBLIC DHCHHS. lIpocTelimmy npHMepoM, Je-
MOHCTPHDYIOIIHM KEAHTOEBIC DHCHMA B DAIMKAIBHON TAPe, MOMXET CAYKHTH
napa PATHKAJIOR, HE B3AHMOACHCTBYIONMX JADPYD ¢ JAPYTOM H OTJHTAIONIHXCH
JHINE 3HATCHAAME HAOTPONHEIX g-hakTopos. OHE NOKAIAHEL T8 ACMOHCTDA-
M KBAHTOERX OueHRAI BonHOEOH (ynkimn. B ureparype, ojHAKO, onucans
JTHIIE CAMHHTHEIC TPHMEDEL, KOTJIA IPH JAICPHOM 0Dy ICHHH YIABAIOCE HADTIO-
JIATH KBAHTOBBIC DHCHHA B PeKOMDHHAIGH 1ap. DTH JIHHAMETCCKHE [epeXo)ibl
(xBanTOREIC GHCHHA) AHATOIMTHE KBAHTOBEIM OHCHHAM B APYTHX OfbCKTAX,
TO MOZEOMACT PACCMATPHEATE CIHHOBYI) XHMHIO B OJIHOM DSULY C JPYTOl HO-
BOil HAY'THOH OfIACTHIO - (DEMTOXUMHACH H ¢ HCKOTOPBIMH CIICKTPOCKOITHICCKHMI
MOTOJAMH HCCIICIOBAHHA, B KOTOPBIX TAKKC NPOABIACTCH KBAHTOBAS HHTCPhC-
pergs. M B ciaoBoil xummn, ¥ B (PeMTOXHMHM KBAHTOBEIC GHCHHS B 3ACCICH-
HOCTHAX COCTORHUA PeATCHTOR MOJLYITHDPYIOT BRIXOJ HPOJIYKTOE PCAKIHH.

DaKTONOrMYECKan TOYHOCTE *
CMbICNIOBasA COrMacoBaHHOCTb *

CooTBeTcTBHE (hOPMaTy SHUMKNONEANYECKON CTaTbk *

Figure 4: Example of standalone evaluation for the term "quantum beats".

Looking at the Table 10, it becomes clear that the experts significantly preferred the responses of the
"closed" Claude-3 (Sonnet) over the responses of open-source models. As for the prompting strategies,
the most successful was the detailed prompt. The use of RAG-context generally makes the generated
articles more attractive, but does not guarantee this. Surprisingly, encyclopedic prompts received mostly
mixed or even negative feedback. It can be assumed that this is due to both insufficient precision in the
formulation of these prompts and the lack of explicitly defined text formatting rules in them.

To determine the optimal generation configuration, the characteristics of the top-2 models and top-3
prompts in the ranking were investigated during the standalone evaluation stage (see Table 11).
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From the obtained assessments, the following conclusions can be drawn:

* Claude-3 generates more plausible texts, while Llama-3 generates texts that are more similar in
style to encyclopedic articles;

* RAG-context improves the accuracy of the model’s responses but worsens their logical coherence.
This observation can be explained by the semantic heterogeneity of the extracted relevant sentences,
which complicates their integration into a single text.

Rating Prompt Type Score
1 Detailed 50
2 Basic+RA 4
Rating Model Score 3 Detatasill:HRiG 23
1 Claude-3 (Sonnet) 91 Y, Basic 16
2 Llama-3 (70B) 23 5 Basic+Lang 14
S Mixtral (8x22b) i 6 Encyclopedic+Term 0
7 Encyclopedic -15
8 Freestyle -68

Table 10: Models and prompts ratings based on expert evaluation.

Configuration Factual Semantic Format
Accuracy | Consistency | Compliance

Basic+RAG 4.09 345 3.14

fé“ogij Detailed 4.11 4.26 3.82
Detailed+RAG 4.36 4 3.63

Llama.3 BasichAG 3.09 2.91 2.82
(70B) Detailed 391 3.82 3.98
Detailed+RAG 3.97 3.51 3.69

Table 11: Results of the standalone evaluation for the best rated configurations.

Thus, the choice of the optimal configuration depends on the importance of each criterion in the task
at hand: for the best generation accuracy, Claude-3 with a detailed prompt and RAG-context is suitable;
for generating articles that are most similar to encyclopedic ones, Llama-3 with a detailed prompt is
recommended; and as a compromise, Claude-3 with a detailed prompt can be chosen.

5 Conclusion

In this work, we developed a system for generating Russian-language encyclopedic articles. The frame-
work is based on the extraction and processing of knowledge from scientific publications of the electronic
library eLIBRARY.RU to form a current and relevant context for generative models.

The resulting system can be improved in many ways. Thus, in the future, it is planned to improve
the BERT-extractor by including meta-information about the target term in the context (for example, the
presence of marker words in the sentence) and replacing the extraction method itself with the "small-to-
big" retrieval approach. Both proposals will add additional information for the language model necessary
for a more thoughtful and high-quality selection of the RAG-context. We also see the possibility of
improving the framework by modifying the optimal prompt strategies — at the moment, the LLM is too
inconsistent in its writing style, which is undesirable for scientific articles with fairly strict formatting
rules. By adding more specific text formatting rules and several examples of correctly written articles to
the prompt, the model will be able to better adjust the generation to real publications.
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Appendix A. Properties of Classifiers and Their Training.

Model Parameter | Batch # Epochs Unconditional | Conditional
Count Size Train Time Train Time
DeepPavlov/rubert-base-cased 180 M 16 3 2.15 min 2.2 min
ai-forever/ruSciBERT 123 M 8 3 2.85 min 2.92 min
ai-forever/ruRoberta-large 355M 4 3 14.58 min 27.26 min
mlsa-iai-msu-lab/sci-rus-tiny 23 M 16 10 1.41 min 1.46 min
mlsa-iai-msu-lab/sci-rus-tiny3 23 M 16 10 1.46 min 1.53 min

Table 12: Characteristics of extractor models and their training process.
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Appendix B. Context Filtering by the Extractor Model.

Segment Context

1. 910 0bopyIOBaHNE TO3BOIAET MOy IATH OOTBITOE KOJNIECTBO JAHHBIX B XO-
Jie MOHUTOPHUHTA ¥ 3aTEM MTPOBOJIUTH TOJHBIH AHAJN3 CUTHAJIOB aKyCTHIECKON
SMUCCHUN, ITOOBI OMPEIEINTh H3MEHEHHe MOKa3aTes st b ITst BCETO TIepro/ia mc-
CJIEJIOBAHUMN.

Definiti 2. Akycrudeckast smuccusi (AD) - siBjieHne, COLYTCTBYIOIEee MHOTUM (busnte-

efinitions CKVM IIPOIIECCAM B TBEPJIOM TeJIe.

3. Kakplit pa3 npu BOSHUKHOBEHUH aKyCTUIECKOH SMUCCUH 9TO COOBITHE MO-
JKeT TMPUBECTH JINOO K CO3JIAHUIO HOBOM 9JIeMEHTapHON TPEIUHBL, OO K pac-
MIPOCTPAHEHUIO CYIIECTBYIOIIEH TPENUHBI Ha HEKOTOPYIO (DUKCHPOBAHHYIO Be-
AMauHy (KBAHT Pa3pYIICHNUs ).

Struct 4. ITosToMy MOXKHO CUNTATh, UTO CIIEKTPAJIbHBIN COCTAB CHUTHAJIA aKyCTHYIe-
ructure . . o
CKOIf 3MHUCCUU SABJsI€TCS CTPYKTYPHO UYBCTBUTEJIbHOI XapaKTEPUCTUKOIL.

5. Ilpumenenune 3TOro METOHa OIPAHUIUBAETCS BO3ZMOXKHOCTSIMU BBIICICHUS
CUTHAJIOB aKyCTUYECKOI dMHUCCUU U3 IIOMEX, TO €CThb JIAHHBII MeTOJ, 1yBCTBU-
Usage TeJIEH TOJIbKO Ha 3aKJIIOYMTEIBbHBIX dTalax *KU3HU o0pasiia, Korja pasMepbl
J1ePEeKTOB y2Ke JOCTATOYHO BEJUKHU W IIPUOJIMKAIOTCH K KPUTUIECKIM 3HAYe-
HUSM.

6. AKycTuuecKasl SMUCCUsI OOBIYHO IMPOSIBJISIETCS MPU IJIACTHIECKON J1edop-
Additional | mMamuu TBEpAbIX MATEPUAJIOB, HO B IOC/IEIHEE BPEMs HOSIBIJIUCDH ITYOIUKAIII
Information | 00 UCHOJIL30BAHUY STOI'O METOJA U IPU U3YUEHUH (PUIUKO-XUMUIECKHUX ITPO-
[IECCOB, MPOXOJAIINX B YKUJKOCTH.

7. TlaccuBHBIN MeTO/I KOHTPOJISI COCTOSIHUST OOBEKTa COCTOUT B HCIIOJIb30Ba-
HUU CATHAJIA aKyCTHUIECKON SMUCCUU, U3TyIaeMOro npu gedopMaiini 00bek-
Ta KOHTPOJISI, WJIM CUTHAJIA €CTECTBEHHOI'O aKyCTUIeCKOTO (POHA OKPYKAIOIIei
CpeJibl, OTPaXKEHHOTO O0'BEKTOM.

8. Ilosaraem, 9To Takoe Je/l€HNEe YCIOBHO U HEIIPEPLIBHASI U MMITY/ILCHAS aKy-
CTUYIECKAsT SMUCCHUSI TIPEJICTABJISIIOT IOTOK CUTHAJIOB, PA3JIMIAIOIINECs AMILIU-
TYJO M 9aCTOTOH IOABICHUA.

9. B TexHuWKe IMHUPOKO WCIIOJB3YeTCsl CIIEKTPAJIbHBIN aHAJIN3 aKyCTHIECKO
3MHUCCHUU NIYMOB, BO3HUKAIONIUX IIPU IKCILIyaTalluu arperaTroB U yCTPONCTB,
1 SMUCCHY, BOSHUKAIONIEH P HAI'DPYKEHUU MaTEpPUAIA.

Unidentified | 10. Merox akycrudeckoii smuccun (AD) Jyist UcCIe0BaHUSI CBOWCTB MaTe-
PHAJIOB ITOJIy YN/ IMUPOKOE PACIPOCTPAHEHNE BO BTOPOH ITOJIOBUHE IIPOIILIOTO
CTOJIETHSI.

11. Takum obpa3oM, TpelmuHa BLICTYIAET B KAadeCTBE POJA, B TO BPeMs KaK
HaUMEHbIIee COObITHE aKyCTHIECKON SMUCCUU UTPAET POJIb BUIA.

12. Taxoit moaxo1 mo3BoJIsIeT 3P (PEKTUBHO COMOCTABIATH 3TH ITapaMeTPhI, 0CO-
OEHHO IPU CPaBHEHHHU CTPYKTYPbI aJIOMUHUA, AedopMallud 1 aKyCTHIECKOM
SMUCCHUH.

13. Pazpaborana MeToIMKa OlIpeIe/IeHIs aKTUBAIIMOHHBIX IIapaMeTPOB - SHEp-
I'UU aKTHBAIMK U aKTHBAIIMOHHOIO 00'beMa, OCHOBAHHAST HA AHAJIN3e aKyCTHIe-
CKOI 9MHUCCHUU, 3aBUCAMOI OT TEMIIEPATYPbI MJIM MEXaHUTIECKOTO HAIPSI?KEHUSI.

Table 13: Selected relevant sentences for the term "acoustic emission”.
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Appendix C. Generation Samples.

Kaunbposounme 603011 — 310 4acruigs, 1epenocsinme by ijaMeiraibibie Bm-
mojpciicrsns B Crangapruoi mogenn doumsuky snemenrapupix vacrun, Oumn sisis-
OTCH KBAITAMHE COOTBCTCTBYIOIMX KAIMOPOBOYNLIX HOACH, OUMCLIBAIONIMX 9TH
BIAHMOJICHCTBHEA.

K KEU]HG]H)BU‘-IU])IM DOBOHAM OTHOCHTCH:

1. @oron — NEPCHOCHHMK JICKTPOMAITHTIOND B3ANMOACHCTEIA,

2. W, W, 2 bosonnl — nepenocski ciaboro syIepioro B3anMojieicrsus.

3. B mnoonon — nepeloCHHKH CHILIONO HACPUOrO (HBCTOBOIO) EIAMMOICH-
CTBHA MOHCLY KBADKAM,

4. lpeauonaracmplii rpasuTon — FEIOTCTHYCCKAR YACTHIA-ICPCHOCYHE IPa-
BHTALMONIONO B3auMoicicTsns (noka ne obuapy kel SKCIepHMeIITAILI ).

Ocnosnnie cooiicrsa KEUIHG[][]]R)‘-I]II;IX DOGOHOB:

WIKI

o Hunsnores Gesmaccostmu (kpome W W, Z0) pekropunivu sacruuamu
€ NEIOYHCICITIBIM CITHITOM.

- OIII’ll:EsIIHIIIrI'('_“ l(lLl]l’lGlKl‘llll"llfiIMll[ '“!!‘[]“HMI{[, OMEDICMBALTINE-I MM 118 II]!HIIIIHIIC!
KanubpoBounol HIBADHAIITHOCTH,

® BsaumoaeiicrBy 10T TONLKO ¢ YACTHIAME, HCCYIAMH COOTBCTCTBY O 538~
psjL (CKTPHYCCKH, NBCTOBOR U T2 )

- HI'[]ILH}'I' (il‘y[lJU]Ml!ll'l‘i‘Ulhllylll [KMII!| G}"Il.}"‘lu IH..'F](:I[I.)L"IHKH.N!.H BOCX HOSBeCT=-
usix hynuamenransubx paumogcicrsuii (Kkpome rpasuranmu).

Cymecrposanne kKambposounnix Bo30108 duasered oguumM 1 crodanos Cran-
JAPTHOR MOJACHH M IOATBCPAICHO MIOTOYUCACHNBLIME 3KCnCpuMerramn B du-
FUKC BLICOKHX 3HCPIUil.

Xaoruueckas cunxpouusanusa (chaotic synchronization) — 1o ssiaenne nogerpoii-
KM XAOTHHCCKHX KOACOAMA B CBE3ANILIX IIMBCHITLIX JMIAMHYCCKHX CHCTEMAX,
M KOFPOPHOM HX TPRICKTOPRHK IS ATTAKTODNY CTRUIIOBATE MOCIITH I B
(IJ_\"IIK]],HUIHLI'I.L).“.U CHH3ANITLIMH.

Gy[ll(?(:‘l.'!!yl(ﬂ' HECKOILKO (CHOBHLIX THIOR XAO0THHCCKOH CHITX MM AL

1. lloumas xaoruycckas CHIX PHOLUATSALL A A HACHTHHIOCT XAaTHHMCCKHY T
CETOPHA CBHIANNLIY CHOTCM B IPCLGITAX AT TPRKTO[A.

2. Dasonas XaoTHYCCKAS CHIDXPOHAIANMSE — CORIELICINC TOJIRLED d‘ﬂ-’i MUY

HOCCKHX K.ll.l](!ﬁﬂllllﬁ| A AMILIHTY LD MOUYT Uil s e,

3. Ol'xﬁm,-::umm KAPIHHCCKAA CHUXPONH3AIIA S (IJ}'E]KII,HU[]!LII!JI[ILH BIAUMO-

CEALL MOAJLY XAOTHYCCKHMHE TPRCKTOPDHAMH CHOTCM, O 0e HX WG THY-

T TR

Yacrorias XaorH4ecKas CHUX[POLIMI 3L A COBAJICHHC JIHIIL OCHOBILIX

YACTOT XATHYCCKHX KOCDanmii.

XAaoTHHCCKAs CHIXPOIMIAIMS BOIHKACT HPH JOCTATOMI0 CHILIOH JUCCHIIATHE-
HOH CBASH MEAJLY XA0THYCCKHMH CHOTCMAMH. Oua Moxer HuiTh OUUOCTOROLIIICH
(II(UUI.IUIHIUIII,;LH MO HCMAH l.‘H('.'l‘t!l-ﬂ;-l} HIIM E3AMMION,

NON-WIKI

Hpineune xaoruyuccKodi CHIIXPOTTHUHUTHE HMOCT DOUILIIOe 3uAtCcHHe ALLH PELJIH -
HEBIX HPHIOACHTHA, TAKHX KAK CHCTCMBL HCCIAYH Hlld.)(}])M‘(l.l MH C XaOTHYCCKOR
MH‘TKH[K)IIK{)ﬁ, PCHOPEATOR ] XEOTHYOCK X CHPTRUTOR, ST Yec KN ()ﬁIHiﬁlﬂ‘Hﬂ. CHI-
ILELITONE, HCJIMICHIIS SJHVEGLILHH B 'l'llM(ll‘[]il.(i)]!H CPMCiL.

XaoTHHeCKas CHHX[RTHSEAIAA QCMONCTPHPYCT BOSMOATOCT VUOPSHA JCHCTTHA K-
OTHYCCKO AIHITAMMHER B CRECEUITILIX HCAMICHILIX CHOTCMAX |1 OTEPML[ACT ORI

HYTH HCIWIESO0BUTHE NAOTHYOCKAX POAHEMODL B TCXHHYCCKHY _}'{,'I.'[l'.'i‘!(."rll!l.}(.

Figure 5: Generated texts for terms with and without corresponding Wikipedia articles. Claude-3 model
with Basic+RAG prompt was used as a configuration.
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