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Abstract

This paper describes our participation in RuOpinionNE-2024 shared task (Loukachevitch et al., 2025). The
objective of this task is to extract opinion tuples of the form <holder, target, polarity expression, polarity> from
news texts in Russian. We approached this task with few-shot prompting of super large language models (LLMs).
The quality of LLMs’ predictions was improved in two ways. In the first stage we used prompts with examples which
text embeddings were similar to that of the target text. In the second stage we augmented prompts with answers of
LLMs from the previous stage, achieving the second-best F1 score in the competition in the post-evaluation stage.
Our results show that the addition of answer suggestions to the prompt is particularly useful if they provide novel
and variable information.
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Few-shot prompting ancamM0J11 00JIbIINX A3BIKOBBIX MOJAeJIel 1/
CTPYKTYPHPOBAHHOI'0 AHAJIM3a TOHAJIbHOCTH

AHHOTALUA

B aT0i1 cTaThe MBI OmMCEIBaeM Hamle yuactie B copeBHoBaHHM RuOpinionNE-2024. 3amaya copeBHOBaHUS CO-
CTOUT B U3BJICUCHHHU KOPTEKEH MHEHUH BUIa <UCTOYHUK MHEHHUS; 0OBEKT MHEHHS; BBIPAXKEHHE, COACPIKAIINE MHE-
HHE; HOJISIPHOCTB™> U3 PYCCKOSI3BIYHBIX HOBOCTHBIX TEKCTOB. J[JIs1 pemeHust 9Toi 3a1a4u Mbl Mconb3oBany few-shot
prompting GOJBIINX S3BIKOBBIX MOzieNeil. MBI HCTIONB30BANIH J[Ba CIIOCO0A YITYUIICHHS Ka4eCTBA UX HPEACKa3aHUH.
Ha nepBoMm Tare B ka4ecTBe IPUMEPOB B IIPOMIITE MBI HCIIOIb30BaIN TEKCThI, BEKTOPHBIE MPEICTaBICHHS KOTOPBIX
GMM3KH K BEKTOPHOMY MPECTAaBICHHIO IeIeBOTro TekcTa. Ha BTopoM sTare Mbl J06aBHIM K IPOMIITY TIPEICKa3aHus
MOJIeNIeH, MOoTyueHHbIE Ha IpebLIyIeM dTane. Takium 00pa3oM, Ha CTaJlud post-evaluation Mbl JOCTHIIIH BTOPOTO
pesyinbTaTa copeBHOBaHuM 110 F-Mepe. Halim pe3ynsTaTsl HOKa3bIBAIOT, 4TO 100aBICHHE K TIPOMIITY TPEIaraeMbIx
BAPUAHTOB OTBETA YIyUIIAeT KaueCTBO, €CIIM OHU COJEPHKAT HOBYIO M Pa3HOOOPA3HYIO HH(OPMALHIO.

KuroueBble cj10Ba: CTPYKTypHUPOBAHHBIN aHAIM3 TOHANBHOCTH, M3BJIeYeHHe MHeHHH, few-shot prompting,
GOJIbIIINE S3BIKOBBIC MOJISITH

1 Introduction

Sentiment analysis has been one of the major tasks in NLP for decades (Pang et al., 2002; Turney, 2002;
Wiebe et al., 2005; Liu, 2012; Nakov et al., 2013; Socher et al., 2013; Pontiki et al., 2014; Golubev et
al., 2023). Any opinion expressed in a text is instantiated in a polar expression (e) and has a holder (4), a
target (¢) and a polarity (p), so one has to recognize these four entities in order to extract an opinion from
a text (Liu, 2012). Structured Sentiment Analysis (SSA) is thus defined as a task of extracting all opinion
tuples of the form <4, ¢, e, p> from a given text (Barnes et al., 2021, 3387).

SSA is especially relevant for news texts, because, unlike e.g. reviews, they often do not have a single
text-level sentiment but contain different opinions with different holders and/or targets or no opinions at
all (Wiebe et al., 2005, 166). Despite this, SSA in news texts remains a particularly understudied subtask
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Figure 1: Overview of our approach.

of natural language understanding. For example, only one of seven datasets presented for shared task on
SSA at SemEval 2022 contained news texts (Barnes et al., 2022, 1282). Incidentally, all but one of the
participants of that task achieved the worst score on that particular dataset (Barnes et al., 2022, 1284),
which suggests that news texts constitute a more difficult domain for SSA than reviews.

In this paper we discuss our participation in RuOpinionNE-2024, a shared task on extracting opinion
tuples from Russian news texts (Loukachevitch et al., 2025). Our approach consisted in direct generation
of opinion tuples using few-shot prompting of super large language models (LLMs). We used two tricks
to improve the quality of LLMs’ predictions. The first trick was to choose examples according to their
semantic similarity to the target example. The second trick was to augment prompts with the answers
from the first stage. This can be done cyclically and for any LLM both its own answers and the answers
of other LLMs can be included. This allowed us to further improve the quality, although we found out
that cyclic application of this procedure is not beneficial because LLMs benefit from novel and variable,
rather than similar and recycled, information. Figure 1 schematically presents our method. We describe
the method, the models used and the results in more detail in Sections 3-5.

2 Task description and the data

RuOpinionNE-2024 presents the task of opinion tuple extraction from Russian news texts. Opinion tuples
have the following form: <h(older), t(arget), e(xpression), p(olarity)> (the polarity is either POS(itive) or
NEGf(ative)). The train set of the competition consists of 2556 texts annotated for structured sentiment and
the test set consists of 803 texts. The texts are mostly single sentences taken from news texts in Russian,
although there are several texts which contain multi-sentential direct speech. The average length of texts
in the train set is 18.1 tokens, i.e. orthographic words, the shortest text is 5 tokens long and the longest
one consists of 201 tokens. The distribution of the lengths of texts in the train set is shown in Figure 2a.

Train set texts contain from 0 to 23 opinions, although only 5 texts contain more than 10 opinions and
only 38 texts contain more than 5 opinions. 1062 texts contain no opinions. The number of opinions per
text is shown in Figure 2b.

It is also of note that there are 2904 opinions in the train set in total and in 1281 cases the opinion
holder is covert (‘NULL’ in 897 cases and ‘AUTHOR’ in 384 cases).

3 Few-shot prompting approach to SSA

The gist of our approach is to generate opinion tuples directly by prompting super large language models.
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Figure 2: Basic properties of the train set

3.1 The first stage: basic prompt

The basic prompt we used is given below in the left column with two examples (“shots”) in the prompt.
The English translation of the prompt is given in the right column.

Tl 9xKCnepm 8 oyeHKe MOHAbHOCHU.

Tebe myxcHo Halimu 6ce HezamugHbvle U
NO3UMUBHbBIE OMHOUEHUSL MeNCOY CYUHOCIAMU
6 MeKcme U 8bl8ecmi Ux 8 credyiowem gopuame:

[ucmounux omuoweHus, 0b6veKm OMHOUIeHUS,
sbipaxceHue 8 meKcme cooepicaujee OYeHKY,
oyenka (POS/NEG)]

Ecnu  ucmounuxom omuowenus saensemcs
asmop, mo nuu:

[’AUTHOR’, 06wexm omHoutenus, 8blpadceHue
68 mexkcme  cooepcaujee oyenKa
(POS/NEG)]

Ecnu svipasicennozo ucmounuxa nem, mo nuiiu:

['NULL’, obvexm ommuouienus, 6bipajiceHue
68 mexkcme  cooepcaujee oyenKa
(POS/NEG)]

Honycmumo eepuyms nycmou omeem:

{7

He nysicno 0asams noscruenuti kK omeemy.

Ipumepot

Texcm: Ilo umoeam nepsoeo nonyeoousi 2016
2o0a bauk samumaem 41-e mecmo no paswepy
aKmueos.

Omegem: []

Texcm: Pycckas Buxunedus 6 wemeépmbiii pas
nonyuuna «Illpemuto Pynemay

Omeem: [['NULL’, 'Pycckas Buxuneous’
"[Ipemuto Pynema’, "POS’]]

Texcm: (K cnogy uemeepmoe mecmo 6 cnucke
audepoe no umoeam 2010 eoda 3anumaem
Mocxkea).

Omeem:

OYEHKY),

OYEeHKY,

You are an expert in sentiment analysis.

You need to identify all positive and negative
relations between entities in the text and present
them in the following format:

[source of sentiment, target, polar expression,
polarity (POS/NEG)]

If the author is the source of sentiment, write:

['AUTHOR’, target, polar expression, polarity
(POS/NEG)]

If there is no explicit source, write:

['NULL’, target, polar expression, polarity
(POS/NEG)]

Returning an empty answer is allowed:

]

Do not provide any explanations in the response.

Examples

Text: As of the first half of 2016, the bank ranks
41st in terms of assets.

Answer: []

Text: The Russian Wikipedia has received the
“Runet Prize” for the fourth time.

Answer: [['NULL’, 'Russian Wikipedia’, 'Ru-
net Prize’, "POS’]]

Text: (By the way, Moscow ranks fourth in the
list of leaders based on the results of 2010.)

Answer:
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This prompt consists of three parts: the instruction, “shots” and the target text, which is (K crogy
yemeepmoe mecmo 8 cnucke audepos no umozam 2010 eooa zanumaem Mockesa) in the given example.
We used only the “user” part of the prompt without splitting it into the “system” and the “user” parts,
because this resulted in a slightly worse quality during our preliminary experiments.

The “shots” were chosen according to cosine similarity of their text embeddings to that of the target
text. We used mean pooling of token embeddings from BERT output to get text embeddings. For each
target sentence, we added n examples with most similar texts after the instruction, where # is the number
of shots.

The opinion tuples generated by LLMs given prompts of this kind constituted the predictions in the
first stage.

3.2 The second stage: augmented prompt

We augmented the prompt with predictions obtained in the first stage. They were added to the prompt
after the list of examples. An example of augmented prompt is given below (left column) together with
its translation (right column):

<instruction>

<examples>

Texcm, Komopulil HYHCHO NPOAHATUSUPOBAMD.

(K cnosy uemsepmoe mecmo 6 cnucke auodepos
no umozam 2010 zo0a 3anumaem Mocksa).

Omeembi IKCNEPMO8 K IMOMY MEKCMY:

[[’NULL’, 'Mockea’, ’uemeepmoe mecmo 8
cnucke audepos no umoeam 2010 2ooa 3anumaem’,
'POS’]]

[

[

Tor mooicewsb 8blOpamMb U3 IMUX OMEEMO8 UTU
omeemums nO-C8OEMY.
Tso1i omeem:

<instruction>
<examples>
Text to analyze:

(By the way, Moscow ranks fourth in the list of
leaders based on the results of 2010.)

Expert answers to this text:

[['NULL’, "Moscow’, 'ranks fourth in the list of
leaders based on the results of 2010°, "POS’]]

[

[

You can choose from these answers or provide
your own answer.

Your answer:

This stage can be repeated cyclically, i.e. the predictions of LLMs from this stage can be added to the
prompt instead of predictions from the previous stage or in addition to them, and inference can be rerun

with the new prompt.

To sum it up, the prompts have the following form:

Basic prompt (the first stage)
<instruction>
<examples>
<target text>

4 Experiments

4.1 LLMs

Augemented prompt (the second stage)
<instruction>
<examples>
<target text>
<answers from the previous stage/iteration>

Originally we experimented with three super large language models: GPT-40!, Grok-Beta?, and Mis-
tral Large 2 3. As a baseline, we predicted opinion tuples with the basic prompt and randomly chosen

examples from the train set (Stage 0 in Table 1).

"Model name via OpenAI API: gpt-40-2024-11-20.
*Model name via xAI API: grok-beta.
*Model name via Mistral API: mistral-large-2411.
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In the first stage we used the same prompt with examples chosen according to their semantic similarity
to the target text. In the second stage the predictions of all three models were added to the basic prompt
to form the augmented prompt. In the third stage we used the answers from the second stage to augment
the prompt. Grok and GPT were tested only at stages 0-2.

We also experimented with DeepSeek-V3* but its answers were not included in the prompts (at stages
2-3), because we started experimenting with this model at a later moment. As will be shown below, this
resulted in this model yielding the best score.

With each of the models, we set the temperature to 0.1, top-p to 0.9 and max tokens to 512. We used
12 examples per prompt. These parameters were chosen heuristically.

4.2 Text embeddings

We tried out two models for text embeddings generation: Sentence RuBERT? and SBERT®. We achieved
slightly better results using Mistral with SBERT text embeddings during our preliminary experiments, so
we used these text embeddings for example choice throughout the experiments we report here. However,
we also experimented with switching to Sentence RUBERT embeddings after the second stage with two
LLMs: Mistral Large 2 and DeepSeek-V3 (Stage 3b in Table 1). Intuitively, this makes sense because
examples ranked as the most similar to the target by Sentence RUBERT and SBERT barely overlap. In
particular, if 12 most similar examples are taken per target text, the average overlap across all 803 target
texts is just 1.84 examples per text.

The results of our experiments are summarized in Table 1. The best result for each model is in bold.
The overall best result is 0.363 achieved at Stage 2 by DeepSeek-V3. This was the second-best result in
the competition by the time of submission of this paper (April 2024) with the best score being 0.41.

model stage
Stage 0 Stage 1 Stage2 Stage3a Stage 3b (w/ RuBERT)
gpt-40-2024-11-20  0.239 0.349 0344 - -

grok-beta 0.245 0.33 0349 - -
mistral-large-2411  0.23 0.327 0.34 0.345 0.343
deepseek-chat - 0.33 0.363 0.356 0.358

Table 1: F1-score on the test set

4.3 English prompt

Following a suggestion of an anonymous reviewer, we also partially replicated the experiments using the
English version of the prompt, which can be found in Section 3 above. All else being equal, this resulted
in a slight increase of F1-score in 3 out of 4 setups we had tried. This is shown in Table 2.

stage
Stage 1 Stage 2
mistral-large-2411  0.335 0.344
deepseek-chat 0.34 0.351

model

Table 2: F1-score on the test set using the English prompt

5 Discussion

Our overall findings are as follows:
1. The choice of semantically similar, rather than random, examples resulted in a significant increase
of quality for each of the models.
“Model name via DeepSeek API: deepseek-chat.

Shttp://hf.co/DeepPavlov/rubert-base-cased-sentence
6h'ctp ://hf.co/ai-forever/sbert_large_nlu_ru
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2. The inclusion of answers from the previous stage improved the quality with 3 out of 4 models.
The most significant increase is observed with DeepSeek-V3 which provided our best result in the
competition. It should be noted once again, that we did not include the answers of this model in the
augmented prompt, so this is the only model which was provided with the answers of three other
models rather than its own answers and answers of two other models.

3. As for the third stage, it can be seen that it can improve the quality by only a very little margin, e.g.
from 0.34 to 0.345 or 0.343 depending on text embeddings using Mistral. So, after the second stage
further iterations of predictions using predictions from the previous stage does not seem to make
much sense.

4. The best result was achieved with DeepSeek at the second rather than the third stage, although in
both cases the model received completely novel information in the form of answer suggestions from
Grok, GPT and Mistral and the suggestions at Stage 3 were of slightly better quality.

5. Finally, we observe that after the first stage the scores of three models which were prompted with
each others answers converge at almost the same level (0.34-0.35 F1).

Figure 3 shows the matches between models’ predictions. These heatmaps explain some of our ob-
servations. Firstly, as can be seen in Figure 3a, the models’ predictions became more similar to each
other in the second stage which explains similar scores achieved by different models at this stage (Ob-
servation 5). Secondly, it can be seen that the predictions of the first stage exhibit roughly the same level
of disparity (upper left part of Figure 3a). However, DeepSeek’s predictions in the first stage are very
different from any model’s prediction in the second stage. In other words, this LLM benefited from the
augmented prompt more than the others and changed its predictions more radically which resulted in a
higher improvement of the score. This is arguably due to the absence of DeepSeek’s own predictions in
the augmented prompt. This is a plausible explanation of Observation 2.

Figure 3a also explains Observation 4. Although predictions of Stage 2 are of higher quality, they are
less variable than the predictions of Stage 1 in terms of content. Providing DeepSeek with more variable
suggestions of slightly lower quality resulted in better predictions achieved at Stage 2.

As for Observation 3, Figure 3b shows that with further iterations of augmented prompting the mod-
els’ predictions become increasingly similar which makes cyclic application of this procedure basically
useless. In general, our results suggest that LLMs benefit from seeing answers generated by other LLMs
but their own answers should not be mixed in.

800 800

GPT1 370 334 475 504 405 | 524

Grok1 - 363 420 512 488 415

700 700

Mistrall - 370 346

DS1- 394 363 600

GPT2 - 475 420

- 500 - 500

Grok2 - 504 512

Mistral2 - 405 488

_ 400 -400

Ds2 4 524 415 440 371

DS4 Mistral4 DS3 Mistral3 DS2 Mistral2z DS1 Mistrall

I I | i | I | i
GPT1 GroklMistrall DS1 GPT2 Grok2Mistral2 DS2 Mistrall DS1 Mistral2 DS2 Mistral3 DS3 Mistral4 DS4

(a) All models, Stages 1-2 (b) Mistral & DeepSeek, Stages 1-3b

Figure 3: Pairwise counts of matching predictions of LLMs

We also observe that in the Stage 2 the number of predicted empty tuples dropped for all the models
(Figure 4a). The models tend to switch to a non-empty tuple if at least one answer in the augmented
prompt suggests a non-empty tuple. Figure 4b shows how the decisions were taken in such cases. This
confirms that the answers suggested in the prompt have a significant influence on the models’ output.
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Figure 4: Changes in empty tuple predictions between Stage 1 and Stage 2

6 Conclusion

In this paper we described our participation in RuOpinionNE-2024 (Loukachevitch et al., 2025). Our
method consisted in few-shot prompting of LLMs with semantically similar examples and answer sug-
gestions. The contribution of this paper is two-fold. Firstly, we have shown that few-shot prompting
of LLMs is a viable approach to SSA which allowed us to achieve the second-best score during the
post-evaluation stage. Secondly, we explored interaction of super large language models in this task. In
particular, we observed that (i) suggested answers have a significant influence on LLMs’ predictions;
(i) LLMs benefit from novel and variable information from other LLMSs; (iii) inclusion of LLMs’ own
answers and recycling of predictions in general do not have a positive impact.
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