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Abstract 

The paper considers the approach for extracting the information from texts of limited domains of knowledge 
based on a chain of neural language models. The task is represented in the form of three subtasks solved sequentially: 
(1) term extraction and classification; (2) coreference resolution; (3) extraction of relations of entities named with the
terms. The dataset was based on texts on computational linguistics from the Habr forum. In the markup for term
classification and relation extraction, 17 classes of terms and 51 relations were used in accordance with the ontology
of computational linguistics. Prompt chain-based methods were used to apply LLMs, where each next query to the
LLM is based on the results of the previous step. Six types of prompt templates were developed: for extracting,
classifying, verifying terms, extracting coreferential relations, relations specified by the ontology, and a specialized
template for relations linking entities of the same class. Sentence-BERT, GPT-4 and Mistral-based models were used
at different steps of the study; a comparison with the SFT approach (ruRoBERTa) was made; hybrid approaches that
have shown the best results were also developed. For term extraction and classification, F1=0.77 was obtained, for
coreference resolution—F1=0.897, and for relation extraction—F1=0.847.
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learning; large language models; ontology of domain of knowledge; prompt chaining 
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Аннотация 

В статье рассматривается подход к извлечению информации из текстов ограниченной предметной обла-
сти на основе цепочки нейросетевых языковых моделей. Задача представлена в виде трех подзадач, решаемых 
последовательно: (1) извлечение и классификация терминов; (2) разрешение кореференции среди терминов, 
найденных на первом этапе; (3) извлечение отношений между сущностями, обозначаемыми терминами. В 
качестве материала были взяты тексты по компьютерной лингвистике с форума Habr. Разметка текстов для 
классификации терминов и извлечения отношений проводилась в соответствии с типами сущностей и отно-
шений, заданных онтологией. Всего при разметке датасетов использовалось 17 классов терминов и 51 отно-
шение, относящихся к предметной области компьютерной лингвистики. Для применения больших генератив-
ных языковых моделей (LLM) использовались методы на основе цепочки промптов, когда каждый следующий 
запрос к LLM генерируется на основе результатов предыдущего этапа. Было разработано 6 видов шаблонов 
промптов: для извлечения, классификации, верификации терминов, извлечения кореферентных отношений и 
отношений, заданных онтологией предметной области, а также специализированный шаблон для отношений, 
связывающий сущности одного класса. На разных этапах исследования применялись языковые модели 
Sentence-BERT, GPT-4 и модели на основе архитектуры Mistral; проведено сравнение с подходом на основе 
обучения (модель ruRoBERTa) и разработаны гибридные подходы, показавшие лучшие результаты. Достиг-
нуты значения F1=0.77 для извлечения и классификации терминов, F1=0.897 для разрешения кореференции и 
F1=0.847 для извлечения отношений. 

Ключевые слова: извлечение информации; извлечение терминов; извлечение отношений; обработка 
естественного языка; машинное обучение; большие языковые модели; онтология предметной области; це-
почки инструкций 

1 Introduction 
Information extraction (IE) focuses on extracting structured knowledge from natural language texts. 
Solutions are applied across various domains, including the analysis and monitoring of news, social 
networks, and scientific publications, as well as in automatic database population, and the construction 
of knowledge graphs and ontologies. 

Ontologies and knowledge graphs are not only intended for human perception, but can also be used 
in information retrieval systems, monitoring, learning, etc. Subject domain ontologies play a special role 
when dealing with domain-specific texts, providing structures for representing information and, as a 
rule, offering the possibility to store the obtained information as a knowledge graph. They can also serve 
as a basis for generating prompts for LLMs in automatic text processing (NLP) systems. 
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In the paper, ontology is a formal representation of knowledge — whether abstract or specific — 
within a particular subject area. It is developed based on a description of objects, facts, and relationships 
and is designed for a versatile application across various tasks [1]. A knowledge graph refers to a se-
mantic network that stores information about objects and the relationships between them [2]. 

Recently, Large Language Models (LLMs) have shown great promise in text understanding and gen-
eration. There has been a lot of work on the application of LLMs to IE tasks based both on discriminative 
and generative paradigms [3]. The main disadvantage of LLM of the first type is the need to prepare a 
representative dataset, which is not always possible in limited knowledge domains. A second-type LLM 
requires the selection and systematic refinement of instructions (prompts) in natural language, which 
also requires the involvement of experts. 

Our study was motivated by the following factors: 
• the models in few-shot and zero-shot settings still have a huge performance gap behind the SFT 

(Supervised Fine-Tuning); 
• models perform significantly worse on limited subject areas (e.g., the GPT-4 performs 83.48 vs. 

58.44 F-measure on the news corpus compared to the medical one [3]); 
• despite the similarity of LLM-based architectures, the results vary greatly depending on the 

methods used, including design prompts; 
• the results on the Russian-language dataset may differ significantly from those for the English-

language dataset. 

The aim of our study is to develop an LLM chain-based approach for solving the IE task from Rus-
sian-language texts with limited topics. For this, two research questions were formulated. 

Q1. What level of quality can be achieved in IE from Russian-language texts within a subject area 
using zero-shot and few-shot methods based on generative LLM? 

Q2. Can we combine the classic and LLM-based approaches for solving the IE task? 
Experimental studies were carried out on a corpus of computational linguistics texts collected from 

the Habr forum (habr.com). 

2 Related Work 
The application of generative LLM for IE tasks can be called generative information extraction, since 
structural information is generated rather than extracted from text. To utilize an LLM, it is essential to 
formulate a query in natural language (a prompt), consisting of an instruction — a task for the model — 
and a text fragment — a context from which the model should extract information and generate the 
response. 

Several approaches to generative IE can be distinguished. 
• Decomposed prompting is a step-by-step, or specialized, approach when the solution is modeled 

sequentially using a chain of specialized models (Prompt Chaining) [4, 5]. The main subtasks 
are identified, and for each subtask a different prompt is developed, which can take into account 
the results obtained at the previous steps. 

• A universal approach that assumes a unified prompt structure [6]. Chain-of-Thought Prompting 
(CoT) technique can be used to encode the information extraction scheme. 

• QA prompt approach — a dialog approach in which an IE task is transformed into a multi-pass 
question-and-answer system [7]. 

The universal approach provides a simpler and faster solution by relying on a single query to a single 
LLM, avoiding the error accumulation associated with chain-of-solvers or dialog-based approaches. The 
dialog approach addresses the problem through multiple queries to a single LLM, implementing either 
a sequential chain or a reasoning tree. Both of them use prompts constructed from templates and previ-
ously extracted data, allowing for iterative corrections between the stages. The specialized approach 
assigns each task to a dedicated, fine-tuned model, enabling integration of various methods and the 
creation of hybrid solvers. This introduces a potential error-correction mechanism, enhancing the ro-
bustness and adaptability of the solution for complex reasoning tasks. 

Prompts are task-specific instructions to guide the behavior of a model [8]. Advanced techniques of 
prompt engineering such as CoT, self-verification, self-consistency, meta-prompting, and generated 
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knowledge, significantly enhance model performance. In addition, it is noted that the use of several 
examples (few-shot prompting) also improves model performance compared to zero-shot or one-shot 
prompting. 

According to recent studies, the performance of using LLMs for IE remains suboptimal [9]. Conse-
quently, it is worth splitting IE to the multiple subtasks, considering them separately (Figure 1). 

1. Named Entity Recognition (NER) involves extracting the boundaries of subject domain terms and 
classifying them according to the subject domain ontology. Terms are the basic concepts of the subject 
area necessary to describe its main phenomena, processes and events and constitute the terminological 
core of the ontology. 

2. Coreference Resolution (CR) — establishing coreference relations between the terms found in the 
first step and clustering them to identify all mentions of each subject domain entity in a given text. 

3. Relation Extraction (RE) — predicting semantic relationships between the entities found in the first 
two steps, and classifying them according to the relation types specified by the ontology. 

 
Figure 1: Main steps in information extraction 

The application of LLMs to NER has been extensively studied, as this task is integral to many auto-
matic text processing applications [10, 11]. However, solutions based on discriminative models and 
Supervised Fine-Tuning (SFT) still maintain an advantage over generative models, particularly in spe-
cialized knowledge domains. For instance, quality scores on the GENIA benchmark (biomedical data) 
reached 80–82% F1-measure, whereas the best-performing generative model achieved 64.4% [12]. Fur-
thermore, there is considerable variation in the quality of different generative models, highlighting the 
instability of these solutions. 

Despite this, the generative-based approaches are still being actively explored [13]. In [14], two meth-
ods for generating prompts for the RE task are proposed: (a) based on knowledge of the possible types 
of relations between pairs of retrieved entities, and (b) using Question-Answering (QA) techniques. The 
quality of solutions to the relation classification task varies considerably, both depending on the dataset 
and across different models. 

The CR task is also more efficiently addressed using SFT [15]. Although, typically additional entity 
information is not used, the authors of [16] prove that semantic information about entities enhances 
model predictions. 

Competency questions (CQ) [17], which are essential to many ontology development methodologies, 
describe and constrain the domain of knowledge represented in the ontology. They define what the on-
tology should be able to answer. CQs can be generated automatically [18] and used as supplementary 
knowledge when composing prompts [19]. 

3 Preparing the data 
Data preparation in IE tasks implies the creation of a representative corpus of texts of the subject domain, 
which serves as a basis for verification of results at all stages of the solving of the task. For this study, 
we collected a corpus of texts from the Russian-language website Habr related to the field of computa-
tional linguistics (CL) for the last 10 years, with a volume of about 1.5 thousand texts. The selection of 
necessary articles was based on the collected list of hubs. Based on this corpus, the subject area was 
analysed and datasets were created.  
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To capture the information important for a given subject domain (SD), formalise the structure of this 
information and all the data needed to retrieve it, a methodology was used to develop a subject domain 
ontology based on a base ontology whose concepts are specialised to more precise SD concepts and 
relations. In this paper, a top-level ontology on Computer Linguistics (CL) was used, which was ob-
tained by instantiating the basic ontology of Scientific Knowledge [20]. The created ontology contains 
17 classes and 111 relations. A fragment of this ontology is shown in Figure 2. 

 

 
Figure 2: A fragment of the ontology on computational linguistics 

To apply machine learning techniques to the IE tasks, we manually created a dataset by annotating 
terms, term classes, and the semantic relationships between terms. For the experimental studies, relations 
that were rarely mentioned in the texts were excluded from consideration. A total of 17 classes and 59 
relations were used to mark up the datasets (the number of unique relation class names is 20; however, 
in the developed approach, the same-name relationships between different entity types are considered 
different, which allows for better analysis and evaluation of results). 

To facilitate manual term annotation, the texts were initially processed using the SpaCy and a subject-
specific dictionary. This dictionary was generated automatically from a top-level ontology, a thesaurus, 
and a web-portal on computational linguistics [20], and included 2640 words and word combinations 
related to the ontology classes. 

The annotated relations were named based on the corresponding properties from the ontology, using 
the template <Subj.Property.Obj>, for example Model.isTraindOn.Dataset. The format used in the 
CoNLL competition was used to annotate coreferential relations [15]. 

This resulted in the creation of two datasets. 
a) The annotated corpus SentIE_CL contained 1088 informative sentences, in which 3136 terms and 

1517 relations were annotated using the BIO format. The SentIE_CL dataset was used to train models 
using SFT.  

b) Another dataset (DocIE_CL) is in json format and includes the markup of 4 full articles. The dataset 
containing 91 sentences, 606 terms, 232 semantic relations and 64 coreferences, was used for evaluation. 

The created dataset and a complete list of the considered classes of terms and relations is presented 
at GitHub repository0F

1. 

4 Approach to Information Extraction 
To populate an ontology and build a knowledge graph, it is necessary to extract facts about entities of 
the subject domain defined in the ontology. The process of fact extraction included two steps: term 
extraction and relation extraction (Figure 1). 

Based on the retrieved terms and their classes, entities (objects of a certain class) were created. Several 
terms may refer to the same entity, so before extracting the relations defined by the ontology, it was 
necessary to resolve coreference between the extracted terms (ideally also anaphora for pronouns). Next, 
the relations between terms were identified, and the attributes and relations (DataType Property and 
Object Property) between entities were established based on the relations type. It should be noted that 

 
1 https://github.com/Inscriptor/approach-to-IE-based-on-a-chain-of-LLMs. 
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for all the tasks considered, precision was prioritized, as the ultimate goal was to construct an accurate 
knowledge graph. 

4.1 Comparative study of the approaches to Term Extraction 

For the term extraction task, several LLM-based and prompt engineering approaches have been inves-
tigated and compared with the SFT-based approach, and two hybrid approaches have been considered. 
These approaches are an extension of the methods proposed by the authors earlier [20, 21]. 

The following instructions were developed for term extraction, classification and verification (Fig-
ure 3). 
 

 
Figure 3: Instruction templates for term extraction:  

translations are black, originals (in Russian) are grey 

The ruRoBERTa model [22] was employed in the SFT-based approaches. Additionally, three Mistral-
based models — Mistral (Mistral-7B-Instruct-v0.3), Nemo (Mistral-Nemo-Instruct-2407), and the Mix-
tral (Mixtral-8x7b-Instruct) [23] — along with GPT-4 [24], were utilized for prompt engineering. To 
obtain embeddings, the Sentence-BERT model (paraphrase-multilingual-mpnet-base-v2) [25] was ap-
plied. 

The following approaches were considered. 
1. ruRoBERTa (identify) + ruRoBERTa (classify) — training the roBERTa model on the SentIE 

CL data first to extract terms, then to classify them in a given context [20]. 
2. GPT4 (extract) and Mixtral (extract) — instruction-based term extraction. 
3. Mixtral (extract) + Mixtral (verify) — extracting terms using instruction designed for extraction 

and then verifying using an instruction designed for verification. 
4. ruRoBERTa (identify) + ruRoBERTa (classify) + Mistral-based LLM (verify) — applying the 

first model and verifying terms afterwards. 
5. LSP + Sentence-BERT + Vocabulary + Mistral-based LLM (classify) + Mistral-based LLM 

(verify) — a hybrid method that integrates linguistic and neural network models; linguistic models are 
used to generate hypotheses and LLM-based approaches to test and refine them (Figure 4). 
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Figure 4: Hybrid approach to term extraction 

The proposed hybrid approach for term extraction includes four components: 
1. Lexico-syntactic patterns (LSP) allows the extraction of name groups based on 16 patterns. 
2. Vocabulary + Sentence-BERT — subject dictionary and the method of comparison of embeddings 

obtained with the Sentence-BERT model allows to find for selected name groups close dictionary terms 
and on this basis to determine whether the new term belongs to the subject domain and to build hypoth-
eses about its class (up to 6 classes). 

3. Mistral-based LLM (classify) — predicting for each extracted term the most likely class from a 
set of predefined classes. 

4. Mistral-based LLM (verify) — instruction-based verification of a term and its class. 
Figure 5 shows examples of input and output data in the classification and verification stages of the 

suggested approach. 
 

 
Figure 5: Example of input and output data in the classification and verification stages 

In the example above, six available classes were proposed for the term Habr based on comparison 
with dictionary terms. At the first step, the model identified one class — InfoResource — using the 
prompt for classification. In the second step, the model performed a binary check of this result using the 
prompt for verification. 

The obtained results for the above approaches are presented in Table 1. 
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Method Recall Precision F1 
ruRoBERTa (identify) + ruRoBERTa (classify) 0.81 0.71 0.73 
GPT4 (extract) 0.53 0.61 0.56 
Mixtral (extract) 0.71 0.11 0.19 
Mixtral (extract) + Mixtral (verify) 0.63 0.17 0.27 
LSP + Vocabulary + Sentence-BERT + Mistral 
(classify) + Mistral (verify) 0.41 0.24 0.3 

LSP + Vocabulary + Sentence-BERT + Nemo 
(classify) + Nemo (verify) 0.41 0.3 0.34 

LSP + Vocabulary + Sentence-BERT + Mixtral 
(classify) + Mixtral (verify) 0.78 0.71 0.74 

ruRoBERTa (identify) + ruRoBERTa (classify) 
+ Mistral (verify) 0.44 0.35 0.39 

ruRoBERTa (identify) + ruRoBERTa (classify) 
+ Nemo (verify) 0.58 0.32 0.41 

ruRoBERTa (identify) + ruRoBERTa (classify) 
+ Mixtral (verify) 0.73 0.89 0.77 

Table 1: Results of the term extraction and classifying 

It can be concluded that adopting a comprehensive approach improved recall by leveraging templates 
and sufficiently large models, such as Mixtral. In contrast, the use of smaller, lightweight models has 
led to a decline in performance, primarily due to their lower classification quality. Using a combination 
of ruRoBERTa models for term extraction, ruRoBERTa for classification and LLMs for verification 
enabled the achievement of sufficiently high precision. 

When analyzing the results, the following conclusions were made. 
1. In the absence of verification, all methods extracted redundant terms, for which no corresponding 

ontology class existed. 
2. A classifier may predict the term class differently depending on the context. In particular, some 

terms belonging to the Model class were incorrectly assigned to the Application class. 
3. Challenges in identifying the complete phrase that is a term led to errors in extracting terms be-

longing to the Activity, Dataset and Object classes. For instance, terms, such as project model instead 
of project, or continuing experiments with optimizations instead of experiments were assigned to the 
Activity category. 

4.2 Coreference Resolution 

Currently, the coreference resolution problem for the Russian language lacks robust solutions achieving 
performance comparable to the NER task [26], especially in restricted subject domains. As a result, 
significant limitations were introduced for the purposes of this study. 

• Coreferential relations were sought only for the terms found (pronouns and name groups not 
related to subject domain terms were not considered). 

• Relations were established only between terms of the same class (there was no deep hierarchy 
of classes in the subject domain). 

• Coreference relations were established only within a single paragraph. 

Coreference resolution was carried out using an LLM with an instruction designed for coreferential 
relation extraction. The model was provided with an instruction, the context in which a potential term-
antecedent appeared, and additional auxiliary guidelines. Based on the model’s responses, terms were 
clustered according to their coreferential relationships. Each resulting cluster corresponded to a distinct 
entity. 

The results for some of the most representative classes of terms (considering only cases where the 
test dataset contained at least 30 occurrences of coreferential relations for each class) are in Figure 6. 
The mean F1-measure for terms of all classes was 89.7%. 
 

Sidorova E. A., Ivanov A. I., Ilina D. V., Ovchinnikova K. A., Osmushkin N. M., Sery A. S.

8



 
Figure 6: Coreference resolution results 

4.3 Special Cases Study in Relation Extraction 

The relation extraction involves identifying relations between the extracted entity terms. The set of pos-
sible relations is defined within the ontology, meaning that a relation between two terms is only possible 
if it exists between their respective classes in the ontology. Therefore, this task can be framed as a task 
of classifying the relation between a given pair of terms that are obtained in the previous steps and meet 
this requirement. 

For each pair of terms, an instruction was generated, which included a text fragment (either a sentence 
or a paragraph) containing them, descriptions of the term classes, an explanation of the relation type to 
be tested, and examples of desired model responses (Figure 7). 

 

 
Figure 7: Instruction templates for relation extraction 

Figure 8 shows the examples of the input and output data. 
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Figure 8: Examples of input and output data for the extraction of relations 

In the example, the model receives as input the text fragment (sentence or paragraph) and two terms 
belonging to the class Model. In the first case, the model calculates whether these terms are names of 
the same entity and gives a binary answer. In the second case, it answers the question whether there is a 
relationship between the given terms. The list of possible relations {relation_list} is computed when 
generating a prompt based on an ontology (a list of possible relations between given classes). In this 
case: 

relation_list = {isModificationOf, isExampleOf, isPartOf, isAlternativeNameFor} 
The model response includes three components: a binary response about the presence/absence of a 

relation, an indication of the type of relation, and an explanation of the response (this component was 
added later and performed better than the non-explanation response). 

The average F1-measure was 84.7% (relations were extracted only within one sentence). The detailed 
results for all base types of relations are presented in [21]. 

A further refinement of the approach represented in the paper involves addressing cases that the model 
struggled to handle effectively. The primary complications arose from asymmetric relations between 
entities of the same class, such as inclusion relation (Method.isPartOf.Method) or example relations 
(Method.isExampleOf.Method). To improve the model’s handling of these cases, an instruction for ex-
tracting asymmetric relations was developed, resulting in an increase in the precision. The change of 
recall and precision for the Model.isExampleOf.Model relation are detailed in Table 2. 

 
Model.isExampleOf.Model Recall Precision 

Before introducing the specialized instruction 0.50 0.28 
After introducing the specialized instruction 0.21 0.35 

Table 2: Results of relation extraction with standard and specialized instructions 

The results presented in the table lead to a conclusion that while the precision increases significantly 
the recall decreases, which is in line with the expected, considering the ultimate goal of the ontology 
population, that was stated above. Therefore, the approach focused on improving the precision was con-
sidered justified and reasonable. 

During the analysis, it was decided to subdivide the Model.isExampleOf.Model relation into two new 
types: hypo-hyperonymy and meronymy. 

The Model.isExampleOf.Model relation is a hypo-hyperonymic relation that defines the relation be-
tween a model and the class of models to which it belongs. 
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The Model.isPartOf.Model relation is a meronymic relation that describes the part-to-whole relation-
ship in situations where a model is part of another model in a literal sense, such as in the sentence, “The 
model created included a CRF layer” (“Созданная модель включала CRF-слой”). Once the relations 
were separated, their descriptions were also changed. 

Splitting the Model.isExampleOf.Model relation also improved the extraction precision. The values 
of the metrics obtained after splitting the relation are shown in Table 3. 
 

Relation Recall Precision F1 
Model.isExampleOf.Model1F

2 
(before splitting into two relations) 0.21 0.35 0.26 

Model.isExampleOf.Model 
(after splitting into two relations) 0.42 0.94 0.58 

Model.isPartOf.Model 
(new relation) 0.33 0.60 0.43 

Model.isExampleOf.Model (Nemo) 
(after splitting into two relations) 0.12 0.34 0.17 

Model.isPartOf.Model (Nemo) 
(new relation) 0.17 0.31 0.22 

Table 3: Results of the term extraction and classifying 

The values of the precision and recall metrics for the Model.isExampleOf.Model relation became 
higher. In addition, the values of the metrics for the Model.isPartOf.Model relation also seem to be quite 
high. Also, smaller models demonstrated significantly lower performance compared to the larger Mixtral 
model in the relation prediction task. 

Figure 7 shows examples of real data sent with the prompts and received in response. 

4.4 Evaluating the performance of the models 

The approaches proposed by the authors are based on the application of transformer neural network 
models. Their computational complexity in comparison with recurrent and convolutional models is in-
vestigated in the original article [27]. 
 

 
 a) Term Extraction b) Relation Extraction 

Figure 9: Average text processing time 

Figure 9 shows the average processing time per text for term extraction and the average time for 
predicting relations within a given set of terms. The average text volume is 383 characters or 52 words 
(the texts of the articles are divided into paragraphs). 

The graphs are presented for local methods, i.e. methods that do not use external network resources, 
which showed the best results. The Mixtral model was called via the HuggingFace API, so most of the 

 
2 Unless otherwise specified, it is assumed that the Mixtral model was used. 
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time was spent on exchanging messages over the network. For this reason, the graphs for methods using 
this model are not shown in the figure. It is worth noting that the context length of the ruRoBERTa 
model is limited to 512 tokens, and instructions for large language models assume a simple response 
within a few tokens. This limits the potential number of terms that can be present in the text, and also 
simplifies the interaction with large language models, whose performance is highly dependent on the 
number of tokens that need to be generated in response to a query. 

The term extraction time is shown as a function of the number of terms predicted by the initial model. This 
value affects both the text processing speed and the number of queries sent to the LLM. The graphs are 
presented for methods corresponding to methods ruRoBERTa (identify) + ruRoBERTa (classify), ru-
RoBERTa (identify) + ruRoBERTa (classify) + Nemo (verify) и LSP + Vocabulary + Sentence-BERT 
+ Nemo (classify) + Nemo (verify) in Table 1. As can be seen, the latter tends to predict a greater number of 
terms on average and, as a consequence, is a bit slower than methods based on the ruRoBERTa model. 

The prediction time of relations on the example of relations Method.isExampleOf.Method, 
Method.isPartOf.Method and all possible relations (see Table 2) is shown as a function of the number 
of terms of the corresponding classes in the given text, since a query to the LLM is formed for each pair 
of such terms. Coreference resolution was not considered an independent stage, since isAlterna-
tiveNameOf is considered a relation type. Therefore, the time required for coreference resolution is 
accordingly included in the total time for extracting all relations. As can be seen from Figure 9b, the 
plots for the relations Method.isExampleOf.Method, Method.isPartOf.Method are almost identical. 

Computations were performed on the following hardware configuration: AMD Ryzen 9 7950X, 32 
GB RAM, NVidia GeForce RTX 4090 24 GB VRAM. 

5 Conclusion 
In this paper, an LLM-based information extraction approach (prompt chaining) was proposed and 
showed the following results: term extraction and classification (F1=0.77, with the hybrid approach), 
simplified coreference resolution (F1=0.89) and relation extraction (F1=0.847). A new hybrid approach 
for term extraction integrating linguistic and neural network methods was proposed. 

Although some of the problems were not solved, the research demonstrates that the use of LLM and 
few-shot prompting techniques can achieve results comparable to SFT methods. It is also noted that the 
involvement of an expert consistently improved the quality of the obtained solutions at every stage of 
the research: from the implementation of templates for assembling multi-word terms and the develop-
ment of definitions for term classes to the development of instructions for extracting special relations. 

The development of the approach can consist of applying data fusion techniques that show consist-
ently good results on the NER task [28], as well as applying various techniques for automatic prompt 
improvement. 
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