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Abstract

The paper considers the approach for extracting the information from texts of limited domains of knowledge
based on a chain of neural language models. The task is represented in the form of three subtasks solved sequentially:
(1) term extraction and classification; (2) coreference resolution; (3) extraction of relations of entities named with the
terms. The dataset was based on texts on computational linguistics from the Habr forum. In the markup for term
classification and relation extraction, 17 classes of terms and 51 relations were used in accordance with the ontology
of computational linguistics. Prompt chain-based methods were used to apply LLMs, where each next query to the
LLM is based on the results of the previous step. Six types of prompt templates were developed: for extracting,
classifying, verifying terms, extracting coreferential relations, relations specified by the ontology, and a specialized
template for relations linking entities of the same class. Sentence-BERT, GPT-4 and Mistral-based models were used
at different steps of the study; a comparison with the SFT approach (ruRoBERTa) was made; hybrid approaches that
have shown the best results were also developed. For term extraction and classification, F1=0.77 was obtained, for
coreference resolution—F1=0.897, and for relation extraction—F1=0.847.
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AHHOTaNMSA

B crarbe paccmarpuBaeTcs MOAX0/] K M3BICUCHUIO HHOOPMAIMU U3 TEKCTOB OTpaHWYEHHON IpeaMeTHOH oba-
CTH Ha OCHOBE LIETIOYKU HEHPOCETEBHIX S3BIKOBBIX MOJiesIel. 3aia4a npecTaBlIeHa B BUJIE TPEX 10/A3a/a4, PeIaeMbIX
nocienoBarespHo: (1) u3BNeUeHne U KiaccuduKanys TepMUHOB; (2) paspelieHne kopeepeHun cpe TSPMUHOB,
Hal/ICHHBIX Ha TepBOM 5Tare; (3) M3BICYEHUE OTHOIICHHH MEXIY CYIIHOCTSIMH, 0003HauYaeMbIMH TepMUHAMHU. B
Ka4yecTBe MarepHalia ObUIM B3SThI TEKCTHI 110 KOMIIBIOTEPHOI! IMHrBHCTHKE ¢ (hopyma Habr. Pasmerka TekcToB mis
KIIacCH(UKAIMN TEPMUHOB U M3BICUCHNS OTHOIICHHH IIPOBOIIIACH B COOTBETCTBHHU C THUIIAMH CYIIHOCTEH U OTHO-
LICHUH, 3aJaHHBIX OHTOJIOTHEH. Beero mpu pa3meTke 1aTaceToB MCIOIb30BAIOCH 17 KIaccoB TEPMHHOB B 51 OTHO-
[IeHHE, OTHOCSIIUXCS K IIPEAMETHOH 00JIaCTH KOMITBIOTEPHOH JIMHIBUCTUKY. [IIs1 IPMEHEHHMS OOJIBIINX TeHEPaTHB-
HBIX I3BIKOBBIX Mozesielt (LLM) ncronp30Bannch METOIbI HA OCHOBE LIETIOYKH IIPOMIITOB, KOTA KK IBIH CJIe YOI
3anpoc k LLM reHepupyeTcs Ha OCHOBE Pe3yJIbTaToB Ipe/bLIyIero JTamna. beuio pa3padoraHo 6 BUJIOB MIA0IOHOB
IPOMIITOB: JUISl U3BJICUCHUS], KIIACCU(PUKAINY, BepU(PHUKALIMU TEPMUHOB, N3BJICYEHHs] KOpe(pEepEHTHBIX OTHOLICHHUH 1
OTHOIIEHUH, 3aJaHHBIX OHTOJIOTHEH MPeIMETHON 00JIaCTH, a TaKXKe CIIeLHaIU3UPOBAHHBIN Ia0JIOH U1 OTHOILCHUH,
CBSI3BIBAIOIUI CYIIHOCTH OAHOTO Kiacca. Ha pasHbIX 3Tamax HCCIEAOBaHMS MPUMEHSIHNCH S3BIKOBBIE MOJIEIH
Sentence-BERT, GPT-4 u Mozenu Ha OCHOBE apXUTEKTYpsl Mistral; mpoBeneHO cpaBHEHHE € MOAXOIOM Ha OCHOBE
obyuenus (Monens rTuRoBERTa) u pa3pabotansl rHOpUAHBIE TOAXOIBI, TOKA3aBIINE JTyYIINe pe3yasrarsl. JJocTur-
HyTHI 3Ha4enus F1=0.77 st u3BnedeHus u Kiaccupukanuy TepMuHoB, F1=0.897 st pasperenns kopedepeHym u
F1=0.847 s u3BnedeHus] OTHOIICHHIA.

KonroueBbie ciioBa: n3BiiedyeHHe MH(GOPMALMH; W3BICUCHUE TEPMHHOB; M3BJICUCHHE OTHOLICHWH; 0OpaboTka
€CTECTBEHHOT'O S3bIKa; MAIIMHHOE 00y4eHHe; OOJbIINe SI3BIKOBBIC MOJEIIH; OHTOJOTHUS NPEAMETHOH obnacTH; 1e-
TOYKU UHCTPYKLIHMH

1 Introduction

Information extraction (IE) focuses on extracting structured knowledge from natural language texts.
Solutions are applied across various domains, including the analysis and monitoring of news, social
networks, and scientific publications, as well as in automatic database population, and the construction
of knowledge graphs and ontologies.

Ontologies and knowledge graphs are not only intended for human perception, but can also be used
in information retrieval systems, monitoring, learning, etc. Subject domain ontologies play a special role
when dealing with domain-specific texts, providing structures for representing information and, as a
rule, offering the possibility to store the obtained information as a knowledge graph. They can also serve
as a basis for generating prompts for LLMs in automatic text processing (NLP) systems.
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In the paper, ontology is a formal representation of knowledge — whether abstract or specific —
within a particular subject area. It is developed based on a description of objects, facts, and relationships
and is designed for a versatile application across various tasks [1]. A knowledge graph refers to a se-
mantic network that stores information about objects and the relationships between them [2].

Recently, Large Language Models (LLMs) have shown great promise in text understanding and gen-
eration. There has been a lot of work on the application of LLMs to IE tasks based both on discriminative
and generative paradigms [3]. The main disadvantage of LLM of the first type is the need to prepare a
representative dataset, which is not always possible in limited knowledge domains. A second-type LLM
requires the selection and systematic refinement of instructions (prompts) in natural language, which
also requires the involvement of experts.

Our study was motivated by the following factors:

e the models in few-shot and zero-shot settings still have a huge performance gap behind the SFT
(Supervised Fine-Tuning);

e models perform significantly worse on limited subject areas (e.g., the GPT-4 performs 83.48 vs.
58.44 F-measure on the news corpus compared to the medical one [3]);

e despite the similarity of LLM-based architectures, the results vary greatly depending on the
methods used, including design prompts;

e the results on the Russian-language dataset may differ significantly from those for the English-
language dataset.

The aim of our study is to develop an LLM chain-based approach for solving the IE task from Rus-
sian-language texts with limited topics. For this, two research questions were formulated.

Q1. What level of quality can be achieved in IE from Russian-language texts within a subject area
using zero-shot and few-shot methods based on generative LLM?

Q2. Can we combine the classic and LLM-based approaches for solving the IE task?

Experimental studies were carried out on a corpus of computational linguistics texts collected from
the Habr forum (habr.com).

2 Related Work

The application of generative LLM for IE tasks can be called generative information extraction, since
structural information is generated rather than extracted from text. To utilize an LLM, it is essential to
formulate a query in natural language (a prompt), consisting of an instruction — a task for the model —
and a text fragment — a context from which the model should extract information and generate the
response.

Several approaches to generative IE can be distinguished.

e Decomposed prompting is a step-by-step, or specialized, approach when the solution is modeled
sequentially using a chain of specialized models (Prompt Chaining) [4, 5]. The main subtasks
are identified, and for each subtask a different prompt is developed, which can take into account
the results obtained at the previous steps.

e Auniversal approach that assumes a unified prompt structure [6]. Chain-of-Thought Prompting
(CoT) technique can be used to encode the information extraction scheme.

e QA prompt approach — a dialog approach in which an IE task is transformed into a multi-pass
question-and-answer system [7].

The universal approach provides a simpler and faster solution by relying on a single query to a single
LLM, avoiding the error accumulation associated with chain-of-solvers or dialog-based approaches. The
dialog approach addresses the problem through multiple queries to a single LLM, implementing either
a sequential chain or a reasoning tree. Both of them use prompts constructed from templates and previ-
ously extracted data, allowing for iterative corrections between the stages. The specialized approach
assigns each task to a dedicated, fine-tuned model, enabling integration of various methods and the
creation of hybrid solvers. This introduces a potential error-correction mechanism, enhancing the ro-
bustness and adaptability of the solution for complex reasoning tasks.

Prompts are task-specific instructions to guide the behavior of a model [8]. Advanced techniques of
prompt engineering such as CoT, self-verification, self-consistency, meta-prompting, and generated
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knowledge, significantly enhance model performance. In addition, it is noted that the use of several
examples (few-shot prompting) also improves model performance compared to zero-shot or one-shot
prompting.

According to recent studies, the performance of using LLMs for IE remains suboptimal [9]. Conse-
quently, it is worth splitting IE to the multiple subtasks, considering them separately (Figure 1).

1. Named Entity Recognition (NER) involves extracting the boundaries of subject domain terms and
classifying them according to the subject domain ontology. Terms are the basic concepts of the subject
area necessary to describe its main phenomena, processes and events and constitute the terminological
core of the ontology.

2. Coreference Resolution (CR) — establishing coreference relations between the terms found in the
first step and clustering them to identify all mentions of each subject domain entity in a given text.

3. Relation Extraction (RE) — predicting semantic relationships between the entities found in the first
two steps, and classifying them according to the relation types specified by the ontology.

Entities
of the domain

N Y 7Y

Text Term Term Coreference Relation
Extraction Classification Resolution Extraction

Candidates-terms Terms

Facts

Figure 1: Main steps in information extraction

The application of LLMs to NER has been extensively studied, as this task is integral to many auto-
matic text processing applications [10, 11]. However, solutions based on discriminative models and
Supervised Fine-Tuning (SFT) still maintain an advantage over generative models, particularly in spe-
cialized knowledge domains. For instance, quality scores on the GENIA benchmark (biomedical data)
reached 80—82% Fi-measure, whereas the best-performing generative model achieved 64.4% [12]. Fur-
thermore, there is considerable variation in the quality of different generative models, highlighting the
instability of these solutions.

Despite this, the generative-based approaches are still being actively explored [13]. In [14], two meth-
ods for generating prompts for the RE task are proposed: (a) based on knowledge of the possible types
of relations between pairs of retrieved entities, and (b) using Question-Answering (QA) techniques. The
quality of solutions to the relation classification task varies considerably, both depending on the dataset
and across different models.

The CR task is also more efficiently addressed using SFT [15]. Although, typically additional entity
information is not used, the authors of [16] prove that semantic information about entities enhances
model predictions.

Competency questions (CQ) [17], which are essential to many ontology development methodologies,
describe and constrain the domain of knowledge represented in the ontology. They define what the on-
tology should be able to answer. CQs can be generated automatically [18] and used as supplementary
knowledge when composing prompts [19].

3  Preparing the data

Data preparation in IE tasks implies the creation of a representative corpus of texts of the subject domain,
which serves as a basis for verification of results at all stages of the solving of the task. For this study,
we collected a corpus of texts from the Russian-language website Habr related to the field of computa-
tional linguistics (CL) for the last 10 years, with a volume of about 1.5 thousand texts. The selection of
necessary articles was based on the collected list of hubs. Based on this corpus, the subject area was
analysed and datasets were created.
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To capture the information important for a given subject domain (SD), formalise the structure of this
information and all the data needed to retrieve it, a methodology was used to develop a subject domain
ontology based on a base ontology whose concepts are specialised to more precise SD concepts and
relations. In this paper, a top-level ontology on Computer Linguistics (CL) was used, which was ob-
tained by instantiating the basic ontology of Scientific Knowledge [20]. The created ontology contains
17 classes and 111 relations. A fragment of this ontology is shown in Figure 2.

( Organization )

asAuthor hasAuthar

Application

IsUsedin

isUsedIn isTrainedOn

Activity Model Dataset

isModificationOf

isTrainedForSolving
Method

isAppliedTo

isUsedFor

Metric

isUsedin

Figure 2: A fragment of the ontology on computational linguistics

To apply machine learning techniques to the IE tasks, we manually created a dataset by annotating
terms, term classes, and the semantic relationships between terms. For the experimental studies, relations
that were rarely mentioned in the texts were excluded from consideration. A total of 17 classes and 59
relations were used to mark up the datasets (the number of unique relation class names is 20; however,
in the developed approach, the same-name relationships between different entity types are considered
different, which allows for better analysis and evaluation of results).

To facilitate manual term annotation, the texts were initially processed using the SpaCy and a subject-
specific dictionary. This dictionary was generated automatically from a top-level ontology, a thesaurus,
and a web-portal on computational linguistics [20], and included 2640 words and word combinations
related to the ontology classes.

The annotated relations were named based on the corresponding properties from the ontology, using
the template <Subj.Property.Obj>, for example Model.isTraindOn.Dataset. The format used in the
CoNLL competition was used to annotate coreferential relations [15].

This resulted in the creation of two datasets.

a) The annotated corpus SentlE CL contained 1088 informative sentences, in which 3136 terms and
1517 relations were annotated using the BIO format. The SentlE_CL dataset was used to train models
using SFT.

b) Another dataset (DoclE_CL) is in json format and includes the markup of 4 full articles. The dataset
containing 91 sentences, 606 terms, 232 semantic relations and 64 coreferences, was used for evaluation.

The created dataset and a complete list of the considered classes of terms and relations is presented
at GitHub repository'.

4 Approach to Information Extraction

To populate an ontology and build a knowledge graph, it is necessary to extract facts about entities of
the subject domain defined in the ontology. The process of fact extraction included two steps: term
extraction and relation extraction (Figure 1).

Based on the retrieved terms and their classes, entities (objects of a certain class) were created. Several
terms may refer to the same entity, so before extracting the relations defined by the ontology, it was
necessary to resolve coreference between the extracted terms (ideally also anaphora for pronouns). Next,
the relations between terms were identified, and the attributes and relations (DataType Property and
Object Property) between entities were established based on the relations type. It should be noted that

! https://github.com/Inscriptor/approach-to-1E-based-on-a-chain-of-LLMs.
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for all the tasks considered, precision was prioritized, as the ultimate goal was to construct an accurate
knowledge graph.

4.1 Comparative study of the approaches to Term Extraction

For the term extraction task, several LLM-based and prompt engineering approaches have been inves-
tigated and compared with the SFT-based approach, and two hybrid approaches have been considered.
These approaches are an extension of the methods proposed by the authors earlier [20, 21].

The following instructions were developed for term extraction, classification and verification (Fig-
ure 3).

Term extraction

[INST]
Mark up the text using the BIO schema,
using only the specified entity classes
and their definitions.
{BIl0-description}
Descriptions of available classes:
{descriptions}
Examples: ...
Use only the specified classes. Do not
add new classes.
Examples of errors to avoid:
{errors}
PasmeTs Tekct no cxeme BIO,
HCIOJ/Ib3YSI TOJMbKO yKa3aHHbIe KJIAcChl
CYILHOCTEH U UX OTIpeJe/eHHA. ...
OnHcaHHA BO3MOXKHBIX KJIACCOB: ...
IIpuMepsI: ...
Hcnonesyi ToNbKO yKasaHHEIE
xnaccel, He no6asnsii HOBBIX K1acCOB.
IpuMepLI OMHGOK, KOTOPLIX
cleayeT U3Gerars: ...
[/INST]
Text: "{text}"
Response: <Bl0-annotation>

Term classification

[INST]
You need to determine if the {term} is a
term from {domain}.
Descriptions of available classes:
{descriptions}
Examples: ...
Don't give unnecessary explanations,
answer briefly.
Tebe Hy»KHO ONpe/IeIUTD, ABJISAETCS JIH
cnoBocodeTaHue {ferm} TEpMUHOM H3
{domain}?
Descriptions of available classes: ...
IIpUMepHI: ...
He naBaii TUIIHKX NOSICHEHWH, OTBETH
KpaTKo.
[/INST]
Text: "{text}"
Word combination: {term}
Available classes: {classes}
Is "{term}" a term in this text?
Asnaetca nu "{term}" TepMuHOM B
3TOM TeKcTe?
Response: <yes, class/no>

Term verification

[INST]
Your task is to determine whether an
object is a member of {class} class or
not.
Use the yes/no format.
{class} class description: {description}.
Give answers only within the text
below.
TBos 331a4a COCTOMT B TOM, YTOBEI
ONpE/eUTb, SIB/SETCS! JTH 00 BEKT
npeAcTaBUTeNeM Kaacca {class} nnn
HeT.
Hcnoassyii popmat na/Het.
Onucanue knacca {class}: {description}.
JlaBaii 0TBEThI TOJIBKO B paMKax
yKa3aHHOTO HHIKE TeKCTa.
[/INST]
Text: {text}
Is {term} a term of the class {class}
within this text?
ABnsieTcs nu {term} TepMHHOM KJ1acca
{class} B pamkax s3TOTO TekcTa?
Response: <yes/no>

Figure 3: Instruction templates for term extraction:
translations are black, originals (in Russian) are grey

The ruRoBERTa model [22] was employed in the SFT-based approaches. Additionally, three Mistral-
based models — Mistral (Mistral-7B-Instruct-v0.3), Nemo (Mistral-Nemo-Instruct-2407), and the Mix-
tral (Mixtral-8x7b-Instruct) [23] — along with GPT-4 [24], were utilized for prompt engineering. To
obtain embeddings, the Sentence-BERT model (paraphrase-multilingual-mpnet-base-v2) [25] was ap-
plied.

The following approaches were considered.

1. ruRoBERTa (identify) + ruRoBERTa (classify) — training the roBERTa model on the SentIE
CL data first to extract terms, then to classify them in a given context [20].

2. GPT4 (extract) and Mixtral (extract) — instruction-based term extraction.

3. Mixtral (extract) + Mixtral (verify) — extracting terms using instruction designed for extraction
and then verifying using an instruction designed for verification.

4. ruRoBERTa (identify) + ruRoBERTa (classify) + Mistral-based LLM (verify) — applying the
first model and verifying terms afterwards.

5. LSP + Sentence-BERT + Vocabulary + Mistral-based LLM (classify) + Mistral-based LLM
(verify) — a hybrid method that integrates linguistic and neural network models; linguistic models are
used to generate hypotheses and LLM-based approaches to test and refine them (Figure 4).
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Figure 4: Hybrid approach to term extraction

The proposed hybrid approach for term extraction includes four components:

1. Lexico-syntactic patterns (LSP) allows the extraction of name groups based on 16 patterns.

2. Vocabulary + Sentence-BERT — subject dictionary and the method of comparison of embeddings
obtained with the Sentence-BERT model allows to find for selected name groups close dictionary terms
and on this basis to determine whether the new term belongs to the subject domain and to build hypoth-
eses about its class (up to 6 classes).

3. Mistral-based LLM (classify) — predicting for each extracted term the most likely class from a
set of predefined classes.

4. Mistral-based LLM (verify) — instruction-based verification of a term and its class.

Figure 5 shows examples of input and output data in the classification and verification stages of the
suggested approach.

Term classification Term verification

<instruction to classify> <instruction to verify>
Text: “Habr, hello!" Text: “Habr, hello!"
Word combination: Habr Is Habr a term of the class InfoResource
Available classes: InfoResource, Dataset, Organization, Application, Science, Person within this text?
Is “Habr" a term in this text? TekcT: "Xa6p, npuset!”

Texcr: "Xabp, npuset!” fBnseTca nu Xabp TepMHHOM Kaacca

CnoBocodeTranue: Xabp InfoResource B pamkax aToro Tekcra?

BoamoskHbIe Knacchl: InfoResource, Dataset, Organization, Application, Science, Response: Yes
Person OtBeT: [la

fABnserca nu "Xab6p” TEPMHHOM B 3TOM TeKcTe?
Response: Yes, InfoResource

OtBeT: [la, InfoResource

Figure 5: Example of input and output data in the classification and verification stages

In the example above, six available classes were proposed for the term Habr based on comparison
with dictionary terms. At the first step, the model identified one class — InfoResource — using the
prompt for classification. In the second step, the model performed a binary check of this result using the
prompt for verification.

The obtained results for the above approaches are presented in Table 1.
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Method Recall | Precision F
ruRoBERTa (identify) + ruRoBERTa (classify) | 0.81 0.71 0.73
GPT4 (extract) 0.53 0.61 0.56
Mixtral (extract) 0.71 0.11 0.19
Mixtral (extract) + Mixtral (verify) 0.63 0.17 0.27

LSP + Vocabulary + Sentence-BERT + Mistral
(classify) + Mistral (verify)

LSP + Vocabulary + Sentence-BERT + Nemo
(classify) + Nemo (verify)

LSP + Vocabulary + Sentence-BERT + Mixtral
(classify) + Mixtral (verify)

ruRoBERTa (identify) + ruRoBERTa (classify)
+ Mistral (verify)

ruRoBERTza (identify) + ruRoBERTa (classity)
+ Nemo (verify)

ruRoBERTa (identify) + ruRoBERTa (classity)
+ Mixtral (verify)

0.41 0.24 0.3

0.41 0.3 0.34

0.78 0.71 0.74

0.44 0.35 0.39

0.58 0.32 0.41

0.73 0.89 0.77

Table 1: Results of the term extraction and classifying

It can be concluded that adopting a comprehensive approach improved recall by leveraging templates
and sufficiently large models, such as Mixtral. In contrast, the use of smaller, lightweight models has
led to a decline in performance, primarily due to their lower classification quality. Using a combination
of ruRoBERTa models for term extraction, ruRoBERTa for classification and LLMs for verification
enabled the achievement of sufficiently high precision.

When analyzing the results, the following conclusions were made.

1. In the absence of verification, all methods extracted redundant terms, for which no corresponding
ontology class existed.

2. A classifier may predict the term class differently depending on the context. In particular, some
terms belonging to the Model class were incorrectly assigned to the Application class.

3. Challenges in identifying the complete phrase that is a term led to errors in extracting terms be-
longing to the Activity, Dataset and Object classes. For instance, terms, such as project model instead
of project, or continuing experiments with optimizations instead of experiments were assigned to the
Activity category.

4.2 Coreference Resolution

Currently, the coreference resolution problem for the Russian language lacks robust solutions achieving
performance comparable to the NER task [26], especially in restricted subject domains. As a result,
significant limitations were introduced for the purposes of this study.
e Coreferential relations were sought only for the terms found (pronouns and name groups not
related to subject domain terms were not considered).
e Relations were established only between terms of the same class (there was no deep hierarchy
of classes in the subject domain).
e Coreference relations were established only within a single paragraph.

Coreference resolution was carried out using an LLM with an instruction designed for coreferential
relation extraction. The model was provided with an instruction, the context in which a potential term-
antecedent appeared, and additional auxiliary guidelines. Based on the model’s responses, terms were
clustered according to their coreferential relationships. Each resulting cluster corresponded to a distinct
entity.

The results for some of the most representative classes of terms (considering only cases where the
test dataset contained at least 30 occurrences of coreferential relations for each class) are in Figure 6.
The mean Fi-measure for terms of all classes was 89.7%.
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SCIENCE 98 %

METRIC 96 %

ORGANIZATION 96 %
APPLICATION 91 %
MODEL 91 %

METHOD 78 %

TASK 76 %

Figure 6: Coreference resolution results

4.3  Special Cases Study in Relation Extraction

The relation extraction involves identifying relations between the extracted entity terms. The set of pos-
sible relations is defined within the ontology, meaning that a relation between two terms is only possible
if it exists between their respective classes in the ontology. Therefore, this task can be framed as a task
of classifying the relation between a given pair of terms that are obtained in the previous steps and meet
this requirement.

For each pair of terms, an instruction was generated, which included a text fragment (either a sentence
or a paragraph) containing them, descriptions of the term classes, an explanation of the relation type to
be tested, and examples of desired model responses (Figure 7).

Extraction of coreferential
relations

4NST] N

Your task is to determine
whether or not the terms are
names for the same entity in
this text.
Answer only yes or no to the
question below.,
TBos 3ana4a COCTOHT B TOM,
4TO6BI ONPEAEIsiTh, SIBSIOTCS
TePMHHBI HA3BAHHSIMH OJJHOH
H TOH 3Ke CyLIHOCTH B 3TOM
TEKCTe WJIH HeT.
OTBeTb TONBKO Ja HJIH HET Ha
BOIPOC HHXKE.
[/INST]
Text: {text}
Term {class1}: {term1}
Term {class2}: {term2}
Are {term1} and {term2}
names of the same entity in
this text?
Asnaiored {term1} u {term2}
Ha3BaHHUSIMH O/IHO} U TOH 3Ke
CYI[HOCTH B 3TOM TeKcTe?
Response: <yes/no>

Relation extraction

[INST] \

Your task is to determine whether a relationship
exists between a pair of terms that belong to
classes {class1} and {class2}.
The following questions may help you:
{questions_list}
Examples: {examples_list}
If a relationship exists, choose a relation for a pair
of terms from the relation set {relations_list}. If the
relation does not exist, write none.
TBos 3aga4a onpeaenuTs, CyLECTBYeT 1K
OTHOLIEHHE MeH(/ly NapoH TEPMHHOB, KOTOPbIE
oTHocsTes K kaaccam {class1} u {classZ2}.
Te6e MOTYT NOMOYE C/I€YIOIHAE BONPOCHL: ...
llpumepst: ...
Ecnu oTHomeHwue cyiecTByeT, BeIGepy
OTHOIIeHHE JJIfl Tapkl TEDMUHOB H3 Habopa
oTHoueHwuii {relations list}. Eciu OTHOLIEHHA HET,
TO HAMHUIK NONe.
[/INST]
Text: {text}
Term {class1}: {term1}
Term {class2}: {term2}
[s there an appropriate relationship between the
terms {term1} and {term2} in this text?
EcTb /1 Iofxo/jsiee OTHOLIEHHE MEXKAY
TepMHHaMH {term1} u {term2} B 3ToM TekcTe?
Response: <yes, relation/none>

Special relation extraction

/TINST] I
<>

The terms should be arranged
according to the meaning of the
relation.

Tepmunbl fJomKHB! GBITH
YTIOPAAOYEHBI TI0 CMBICAY OTHOIIEHHUS.
<>
If a suitable relation exists, write the
terms in the correct order so that it
matches the direction of the relation
from {relation_names}.
Ecnn moaxo/siee 0 THOUIEHHE €CTD, TO
3aNMHIIH TEPMHHB! B IPaBHJILHOM
nopsifixe, 4TO6LI OH COOTBETCTBOBAJ
HaNpaB/JeHUIO OTHOLICHHS U3
{relation_names}.
[/INST]
Text: {text}
Term {class1}: {term1}
Term {class2}: {term2}
Is there an appropriate relation
between the terms {term1} and {term2}
in this text?
EcTb /11 moAxofsilee OTHOLIEHHE
Mexay TepmuHamu {term1} u {term2} B
3TOM TeKcTe?
Response: <yes, relation/no>

o AN N\ /

Figure 7: Instruction templates for relation extraction

Figure 8 shows the examples of the input and output data.
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Extraction of coreferential relations

<instruction to find coreference>
Text: Large Language Models (LLM) are today's
reality, and our future, without which it is already
difficult to imagine our lives...
Term Model: Large Language Model
Term Model: LLM
Are "Large Language Model" and "LLM" names of the
same entity in this text?
TekcT: bosnbuine sa3bikoBbIe MoAenH (Large
Language Models - LLM) - aTo ceroaHsiuHss
peanbHOCTB, U Hallle 6y/iylliee, 6e3 KOTOPOTo yxe
CJIO’KHO NPEACTABUTb CBOIO XKH3Hb...
Term Model: Large Language Model
Term Model: LLM
fIBasitorcs in "Large Language Model” u "LLM"
Ha3BaHUAMH Uﬂ,HOf{ M TOH 2Ke CyLHOCTH B 3TOM
TekcTe?
Response: Yes
OtgerT: /la

Relation extractions

<instruction to extract relations>

Text: ...The most currently known LLMs are GPT4, Mistral 7B OpenChat,
Claude 3 Opus and others, one variant of the leaderboard of models can be
found at this link.
Term Model: LLM
Term Model: Mistral 7B OpenChat
Is there an appropriate relation between the terms LLM and Mistral 7B
OpenChat in this text?
Tekcr: ...Camble ceiivac uaBectHoie LLM: GPT4, Mistral 7B OpenChat,
Claude 3 Opus u apyrue, c OAHUM U3 BapUAHTOB JHAEp60pAa Mojeei
MOKHO 03HAKOMUTBCSI [10 CChLIKE....
Tepmun Model: LLM
TepmuH Model: Mistral 7B OpenChat
Ecmb au nodxodaujee omuoweHue mescdy SmumMu mepMuHaMu 8 3mom
mexkcme?
Response: Yes
Mistral 7B OpenChat isExampleOf LLM
Explanation: Mistral 7B OpenChat belongs to the LLM class.
OtBerT: /la

Mistral 7B OpenChat isExampleOf LLM
O6bacHenue: Mistral 7B OpenChat oTHocuTest k knaccy LLM.

Figure 8: Examples of input and output data for the extraction of relations

In the example, the model receives as input the text fragment (sentence or paragraph) and two terms
belonging to the class Model. In the first case, the model calculates whether these terms are names of
the same entity and gives a binary answer. In the second case, it answers the question whether there is a
relationship between the given terms. The list of possible relations {relation list} is computed when
generating a prompt based on an ontology (a list of possible relations between given classes). In this
case:

relation_list = {isModificationOf, isExampleOf, isPartOf, isAlternativeNameFor}

The model response includes three components: a binary response about the presence/absence of a
relation, an indication of the type of relation, and an explanation of the response (this component was
added later and performed better than the non-explanation response).

The average F1-measure was 84.7% (relations were extracted only within one sentence). The detailed
results for all base types of relations are presented in [21].

A further refinement of the approach represented in the paper involves addressing cases that the model
struggled to handle effectively. The primary complications arose from asymmetric relations between
entities of the same class, such as inclusion relation (Method.isPartOf.Method) or example relations
(Method.isExampleOf.Method). To improve the model’s handling of these cases, an instruction for ex-
tracting asymmetric relations was developed, resulting in an increase in the precision. The change of
recall and precision for the Model.isExampleOf.Model relation are detailed in Table 2.

Model.isExampleOf.Model Recall | Precision
Before introducing the specialized instruction | 0.50 0.28
After introducing the specialized instruction 0.21 0.35

Table 2: Results of relation extraction with standard and specialized instructions

The results presented in the table lead to a conclusion that while the precision increases significantly
the recall decreases, which is in line with the expected, considering the ultimate goal of the ontology
population, that was stated above. Therefore, the approach focused on improving the precision was con-
sidered justified and reasonable.

During the analysis, it was decided to subdivide the Model.isExampleOf. Model relation into two new
types: hypo-hyperonymy and meronymy.

The Model.isExampleOf.Model relation is a hypo-hyperonymic relation that defines the relation be-
tween a model and the class of models to which it belongs.
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The Model.isPartOf. Model relation is a meronymic relation that describes the part-to-whole relation-
ship in situations where a model is part of another model in a literal sense, such as in the sentence, “The
model created included a CRF layer” (“Co3mannas mozens Bkimodana CRF-ciioii”). Once the relations
were separated, their descriptions were also changed.

Splitting the Model.isExampleOf. Model relation also improved the extraction precision. The values
of the metrics obtained after splitting the relation are shown in Table 3.

Relation Recall | Precision | F;
Model.isExampleOf. Model?
(before splitting into two relations) 0.21 0.35 0.26
Model.isExampleOf.Model
(after splitting into two relations) 0.42 0.94 0.58
Model.lsP'flrtOf.Model 0.33 0.60 0.43
(new relation)
Model.isExampleOf.Model (Nemo)
(after splitting into two relations) 0.12 0.34 0.17
Model.lsP'flrtOf.Model (Nemo) 0.17 031 022
(new relation)

Table 3: Results of the term extraction and classifying

The values of the precision and recall metrics for the Model.isExampleOf.Model relation became
higher. In addition, the values of the metrics for the Model.isPartOf. Model relation also seem to be quite
high. Also, smaller models demonstrated significantly lower performance compared to the larger Mixtral
model in the relation prediction task.

Figure 7 shows examples of real data sent with the prompts and received in response.

4.4 Evaluating the performance of the models

The approaches proposed by the authors are based on the application of transformer neural network
models. Their computational complexity in comparison with recurrent and convolutional models is in-
vestigated in the original article [27].

10000

30000 Method - Method
—— ruRoBERTa —— Model_isExampleOf_Model (Nemo)
25000 ruRoBERTa + Nemo ,' 8000 Model_isPartOf_Model (Nemo)
LSP + Vocab + SentBERT + Nemo —— All Possible Relations (Nemo)
20000 . '
) / »n 6000
€ 1S
aEz‘ 15000 aEI
= / = 4000
10000
Y/ 2000
5000 v i —
4 /\ /,f
=
R 0
0 10 20 30 40 50 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
Terms found Terms
a) Term Extraction b) Relation Extraction

Figure 9: Average text processing time

Figure 9 shows the average processing time per text for term extraction and the average time for
predicting relations within a given set of terms. The average text volume is 383 characters or 52 words
(the texts of the articles are divided into paragraphs).

The graphs are presented for local methods, i.e. methods that do not use external network resources,
which showed the best results. The Mixtral model was called via the HuggingFace API, so most of the

2 Unless otherwise specified, it is assumed that the Mixtral model was used.
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time was spent on exchanging messages over the network. For this reason, the graphs for methods using
this model are not shown in the figure. It is worth noting that the context length of the ruRoBERTa
model is limited to 512 tokens, and instructions for large language models assume a simple response
within a few tokens. This limits the potential number of terms that can be present in the text, and also
simplifies the interaction with large language models, whose performance is highly dependent on the
number of tokens that need to be generated in response to a query.

The term extraction time is shown as a function of the number of terms predicted by the initial model. This
value affects both the text processing speed and the number of queries sent to the LLM. The graphs are
presented for methods corresponding to methods ruRoBERTa (identify) + ruRoBERTa (classify), ru-
RoBERTa (identify) + ruRoBERTa (classify) + Nemo (verify) u LSP + Vocabulary + Sentence-BERT
+ Nemo (classify) + Nemo (verify) in Table 1. As can be seen, the latter tends to predict a greater number of
terms on average and, as a consequence, is a bit slower than methods based on the ruRoBERTa model.

The prediction time of relations on the example of relations Method.isExampleOf.Method,
Method.isPartOf.Method and all possible relations (see Table 2) is shown as a function of the number
of terms of the corresponding classes in the given text, since a query to the LLM is formed for each pair
of such terms. Coreference resolution was not considered an independent stage, since isAlterna-
tiveNameOf is considered a relation type. Therefore, the time required for coreference resolution is
accordingly included in the total time for extracting all relations. As can be seen from Figure 9b, the
plots for the relations Method.isExampleOf. Method, Method.isPartOf. Method are almost identical.

Computations were performed on the following hardware configuration: AMD Ryzen 9 7950X, 32
GB RAM, NVidia GeForce RTX 4090 24 GB VRAM.

5 Conclusion

In this paper, an LLM-based information extraction approach (prompt chaining) was proposed and
showed the following results: term extraction and classification (Fi=0.77, with the hybrid approach),
simplified coreference resolution (F1=0.89) and relation extraction (F1=0.847). A new hybrid approach
for term extraction integrating linguistic and neural network methods was proposed.

Although some of the problems were not solved, the research demonstrates that the use of LLM and
few-shot prompting techniques can achieve results comparable to SFT methods. It is also noted that the
involvement of an expert consistently improved the quality of the obtained solutions at every stage of
the research: from the implementation of templates for assembling multi-word terms and the develop-
ment of definitions for term classes to the development of instructions for extracting special relations.

The development of the approach can consist of applying data fusion techniques that show consist-
ently good results on the NER task [28], as well as applying various techniques for automatic prompt
improvement.
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