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Abstract

This paper investigates definition modeling as an approach to semantic change detection, which offers the ad-
vantage of providing human-readable explanations, unlike traditional embedding-based approaches that lack inter-
pretability. Definition modeling leverages large language models to generate dictionary-like definitions based on
target words and their contextual usages. Despite its potential, practical evaluations of this method remain scarce. In
this study, FRED-T5 was fine-tuned using the Small Academic Dictionary for the task of definition modeling. Both
quantitative and qualitative assessments of definition modeling’s effectiveness in detecting semantic shifts within
the Russian language were conducted. The approach achieved a Spearman’s rank correlation coefficient of 0.815
on the Rushifteval task, demonstrating strong alignment with expert annotations and ranking among the leading
solutions. For interpretability, a visualization algorithm was proposed that displays semantic changes over time. In
the qualitative evaluation, our system successfully replicated manual linguistic analysis of 20 Russian words that
had undergone semantic shifts. Analysis of the generated meanings and their temporal frequencies showed that this
approach could be valuable for historical linguists and lexicographers.
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AHHOTALUA

B nmanHoit pabote HccemryeTcss MOIEIMPOBAHNE ONPENeTeHHI KaK MOAXOR K 0OHApyKEHHIO0 CeMaHTHUECKHX
W3MEHEHHH, KOTOPBIf IMEeeT MPEUMYILECTBO B BUJIE TIOHATHBIX JUIS 4eloBeKa OObSCHEHHUIH, B OTIINUHE OT Tpaau-
IMOHHBIX MO/IXOI0B HAa OCHOBE BEKTOPHBIX NPEICTABICHUH, CTPaJalOMNX OT HEJOCTaTKa HHTEPIPETUPYEMOCTH.
MozennpoBaHue ONpeaeiIeHNH HCIOMb3yeT OOMBIIIYIO S3bIKOBYIO MOJIENb JJIsl TEHEPALUH CIIOBAPHBIX ONpeaeTeHHN
Ha OCHOBE IIEJIEBBIX CJIOB U MX KOHTeKcTa. HecMOTpst Ha moTeHnua, NPaKTUKO-OPUEHTHPOBAHHBIE OL[EHKH 3TOT0
MeToJa OCTaloTCA orpaHWYeHHbIMH. B nannoM mccnenoBanun FRED-TS Gpina moobydena ¢ momormpio Maioro
aKaJeMHUYECKOTO CIIOBaps Ha 3ajade MOJACIUPOBAHUS ONpeneieHnil. Bblin npoBeeHb! Kak KOJIMYEeCTBEHHBIE, TaK
U KadeCTBEHHbIE OLEHKN 3P ()EKTUBHOCTH MOJEIMPOBAHMS ONPEACICHUI B 0OHAPY)KEHUH CEMAHTHUECKHX CIIBH-
TOB B paMKax pycckoro s3bika. [logxox noctur xosddunnenta panrosoit koppensuuu Crimpmena 0,815 B 3amaue
Rushifteval, uto neMoHCTpHUpYeET CHIIBHOE COOTBETCTBHUE SKCIIEPTHBIM aHHOTALMSAM, HAXOSICh CPEAN JTHIUPYIOINX
pemeHuii. [lyst HHTEPIPETUPYEMOCTH OB IIPEVIOKEH AJITOPUTM BU3YalIM3alliy, KOTOPBII 0TOOpa)kaeT ceMaHTH-
YeCKHE M3MEHEHHUS] BO BpeMEHH. B KauecTBEHHOH OIEHKE Hallla CHCTEMA YCIEIIHO BOCHPOU3BENA PydHO JIHMHT-
BUCTHYECKUiT aHaN3 20 PyCCKHX CIIOB, HIMEBIIMX CEMAHTHYECKHMH CIIBUI'H. AHAIN3 CreHEPUPOBAaHHBIX 3HAYCHUN
U UX BPEMEHHBIX YaCTOT MOKa3aj, YTO ITOT HOIXOJ MOXKET ObITh BOCTPEOOBAH A HCTOPUIECKHUX JINHTBUCTOB U
nekcukorpados.

KunroueBnle ciioBa: CeMaHTHUECKHE W3MEHEHHS, MOACITUPOBAHUE ONPECTICHNN, TeHEePaINs ONPEACIICHUH
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1 Introduction

Static and contextual embeddings excel at capturing semantic relationships for detecting semantic change,
but lack human-readable word descriptions. Advancements in recent research involve definition genera-
tion with language models, which offer more illustrative descriptions (Giulianelli et al., 2023; Fedorova
et al., 2024). It could aid historical linguists and lexicographers in creating dictionaries and language his-
tory studies, such as Dobrushina and Daniel’ (2018). However, the practical evaluation of this approach
remains limited.

The primary objective of this study is to assess the effectiveness of language models in detecting se-
mantic changes in words through the generation of definitions. It would use both quantitative metrics
from a shared task and qualitative analysis by reproducing a linguistic analysis of words known to have
undergone semantic shifts.

The paper is organized as follows: Section 2 reviews semantic change detection methods, evaluation
methods for classifying errors in generated definitions and a strategy to acquire correct ones for compar-
ison. Section 3 describes the proposed methodology. Section 4 presents the results and discusses their
implications.

2 Related Work

2.1 Approaches to Semantic Change Detection

Semantic change is understood as change in the polysemy of a word over time. Although most solutions
provide a quantitative measure of semantic change, such as a score or distance between vectors, to determ-
ine the extent of change, recently, a step towards a more explainable approach has been taken (Giulianelli
et al., 2023; Fedorova et al., 2024).

There have been multiple approaches to semantic change detection:

Static Embeddings. Static embeddings provide a fixed representation of a word for the entire corpus.
In the Shiftry (Kutuzov et al., 2020), Word2Vec (Mikolov et al., 2013) was utilized to examine semantic
shifts by dividing the corpus by years to generate distinct word vectors for each period.

They need extensive data for stable representations, fail to differentiate multiple meanings of a word,
and independently trained models produce incompatible vector spaces requiring alignment.

Contextual Embeddings. Contextual models such as BERT (Devlin et al., 2019) and ELMo (Peters
et al., 2018) generate different embeddings for a word depending on its context. Rachinskiy and Arefyev
(2021) fine-tuned the XLLM-R model to generate embeddings aligned with dictionary definitions. Arefyev
et al. (2021) trained XLM-R on a large multilingual dataset and RuSemShift data.

The GlossReader approach showed limitations with culturally specific words and depended on pre-
defined senses for visualization, while the DeepMistake method lacked visualization capabilities.

Definition Modeling. Definition modeling takes a target word with a usage example to generate a
human-readable word definition based on context, akin to a dictionary entry (Giulianelli et al., 2023),
unlike previous embedding approaches which produce abstract vector representations that are difficult to

interpret.
Table 1: Example of Definition Modeling
Example Usage He started to sleep poorly at night, waking up with a persistent
headache.
Target Word night
Generated Definition | The part of the day from sunset to sunrise.

Giulianelli et al. (2023) proposed using generated definitions as semantic embeddings for words, en-
abling semantic change detection. Fedorova et al. (2024) researched definition modeling for the task of
semantic change detection finding it successful.

The main limitation of the approaches employing embeddings is their non-interpretability. The best
case is the DeepMistake, whose visualization is limited to predetermined senses.
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As for definition modeling, qualitative evaluation in Fedorova et al. (2024) is limited, as they leave
”in-practice” evaluation for future research. Also, they used an unsupervised approach for an evaluation,
while the proposed approach involved fine-tuning the vectorizer.

2.2 Classification of Errors in Generated Definitions

Studies by Huang et al. (2021) and Noraset et al. (2017) have proposed classifications for errors in gen-
erated definitions. Their work identified the following types:

Table 2: Types of Errors in Generated Definitions

Type

Russian Example

English Example (Translation)

Over-specification

Ko(pe — TOpAUMiA, TOPHKHH HAIMUTOK W3
XKapeHbIX Opa3UIIbCKUX 3epeH

coffee — a hot, bitter beverage made
from roasted Brazilian beans

Under-specification

KalliuTaH — 4JICH KOMaHbI.

captain — team member

Self-referential

CaMOCO3HaHHUE — COCTOSIHUE, IPU KOTOPOM
y deJIoBeKa MPHUCYTCTBYET CAMOCO3HAHNE

self-awareness — a state in which a
person has self-awareness

Wrong Part of | crexio—mepemecTuThbes BHU3, cOexkaTh (0 | glass/spilt — to move down, escape
Speech SKUAKOCTH) (of a liquid)
Opposite Meaning BHYTPb — HEHAIIPABICHHBINA B LICHTP inward — non-directed to the center

Close Semantics

MalluHa - YCTPOMUCTBO c
ABTOMATHYECKUMHU (PYHKITUIMH

machine — a device with automatic
functions

Redundancy or Ex-
cessive Use of Gen-
eric Phrases

CITYTHHUK — TOT, KTO COBCPIIACT IYyTh, IYTh
BMECTEC C KEM-JI.

companion — one who makes a jour-
ney, journey together with someone

Incorrectness NepBbIi  — cnenyromuii mocie Bcex | first—next after all other items in the
OCTaJIBHBIX B CIIUCKE IIPEIMETOB list
Correct BHHOJICJIHHS — 3aBE/ICHUE, TOMEIIeHUe il | vineyard — establishment, premises

H3roTOBJICHHUS BHMHA

for wine production

2.3 Acquiring correct definitions

Sternin and Rudakova (2017) outlines a method of generalizing dictionary definitions for determining
correct semantic description of words, emphasizing the integration of diverse dictionary definitions to
capture the full meaning. This procedure involves compiling all available definitions, differentiating
meanings based on denotative principles, and synthesizing a unified semantic structure, with the final
step organizing meanings from core to peripheral, accompanied by usage examples.

3 Proposed Approach
3.1 Fine-tuning LLM

A generative large language model M is trained on a dataset D = {(w;, ¢;, d;)}2,, where each tuple con-
tains a word w, its context ¢, and a corresponding definition d. The model learns to generate an accurate
definition d = M (w, ¢) by minimizing the cross-entropy loss between its predicted token probabilities
and the reference definitions:

N
L(M) = loss(M(w;, s;),d;), (1)
=1

3.2 Testing

Intrinsic evaluation is conducted using a test subset Dy of the dataset D to assess the quality of gen-
erated definitions d; = M (wj, c;) compared to reference definitions d; using string similarity metrics,
defined as:
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metric = % > similarity(d;, d;) )
j=1

where similarity measures the match between definitions, ranging from 0 (no similarity) to 1 (identical).

Extrinsic evaluation assesses the model’s performance on a semantic change detection task with test
set S = {(wg, gk,(thtj))}g:l, where wy, represents a target word, gy, (1, 1) its gold semantic change score
for the transition between periods ¢; and ¢;, and () is the number of words in the test set.

For each word wy, in the test set, a set of usage contexts Uy ; = {ukt,1,Ukt2,--.,Uktn} is sampled
from each time period ¢ € {¢1,to, t3} of the diachronic Russian National Corpus (Savchuk et al., 2024),
where n is 100 or all if fewer available, in a similar way to Arefyev et al. (2021). For each period
transition, the usages are paired, and deﬁmtlons dm, dyo are generated by the model for each pair.

These definitions are then vectorized dm, dkz using a vectorizer V. The distance between the vector-
ized definitions dzst(dkl, de) is calculated and converted to scores ranging from 1 (senses unrelated) to
4 (identical).

The mean values of the ratings for each word are compared with the gold scores from the task using
Spearman’s rank correlation.

3.3 Visualization

To illustrate semantic changes over time, generated definitions are transformed into vector representations
using a vectorizer V.

A clustering algorithm C' is then applied to group similar definitions.

For each cluster K;, a prototypical definition dproto is selected, which is defined as original definition
whose vector cil;mto is the closest to the center of the cluster (centroid).

Let ¢; be the centroid of cluster K;:

d;rotW = arg min dist(cz: ) 3)
deK j
where dist is a distance metric.
Bar charts are then created to display the frequency of different meanings over time.

3.4 Qualitative Analysis

A qualitative assessment begins with the selection of words known to have undergone semantic shifts
based on existing linguistic research. Usage examples for these words are obtained from different time
periods using a diachronic corpus. The trained model is applied to generate definitions for each word
usage. The obtained definitions are compared with information from semantic descriptions of words,
written based on Sternin and Rudakova (2017) method of generalizing dictionary definitions, and clas-
sified according to the error types in Table 2. Finally, changes in the frequency of meanings over time
provided by the visualizations are examined and compared with historical usage data.

4 Results and Discussion

4.1 Model

FRED-T5-1.7B was chosen due to its performance in processing the Russian language (Zmitrovich et al.,
2024). Atthe time of selection, it was the top performer on the RussianSuperGLUE benchmark (Shavrina
et al., 2020), with a score of 0.762.

4.2 Training Data

FRED-T5-1.7B was trained on a dataset derived from ”Small academic dictionary” (MAS) (Evgenyeva,
1981 1984).

The dataset was cleaned to remove usage labels, entries without usage examples or without informat-
ive definitions, such as Cocmosnue no 3nau. enae. aunameo [State by the meaning of the verb “to shed’],
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and those that provided grammatical rather than lexical information, such as napeuue x npuuacmuio
npuerawaiowuil [Adverb to the participle "inviting”’]. The resulting dataset of 122,350 entries was par-
titioned into training, development, and test sets with a 90%/5%/5% split.

Each entry was formatted and began with the word ”Kontekct” [’Context”] followed by a usage ex-
ample, then the phrase “Onpenenenue ciosa” [*Word definition”], and the word itself.’

4.3 Evaluation Data

The RuShiftEval competition’s test set (Kutuzov and Pivovarova, 2021) was utilized for evaluation.
The task focuses on detecting semantic changes in Russian nouns across three historical trans-
itions: RuShiftEval-1 (Pre-Soviet:Soviet), RuShiftEval-2 (Soviet:Post-Soviet), and RuShiftEval-3 (Pre-
Soviet:Post-Soviet). The competition provided a test set of gold change scores for 99 Russian nouns
corresponding to the transitions.

4.4 String Similarity Metrics in Model Testing

BLEU (Papineni et al., 2002), ROUGE-L (Lin, 2004), and BERT-F1 (Zhang* et al., 2020) metrics from
the evaluate library (Hugging Face, 2023) were employed for the definitions generated using the test
part of the MAS dataset. BLEU measures n-gram overlap between texts, ROUGE-L focuses on the
longest common subsequence, and BERT-F1 leverages contextual embeddings for semantic similarity.
The evaluation results® are presented in Table 3.

Table 3: Fine-tuning Results of FRED-T5-1.7B on the MAS Dataset
Metric Value
BLEU 11.02
ROUGE-L | 29.36
BERT-F1 75.22

Low BLEU and ROUGE-L scores indicate that the model generates definitions differently from the
test set, although high BERT-F1 scores imply semantic similarity.

At this stage, self-referential errors were fixed by excluding tokens related to the target word from
being sampled in the model’s output.

4.5 Rushifteval Testing

The paraphrase-multilingual-mpnet-base-v2 model (Transformers, 2023), additionally fine-tuned on
RuSemShift, a similar dataset (Rodina and Kutuzov, 2020), was used to vectorize definitions. The dis-
tances between the definitions were calculated using the cosine distance. Results were compared against
approaches from the Rushifteval task, as shown in Table 4.

Table 4: Algorithm Results Compared to Rushifteval Teams

Team Average Word  Representation Model Used
Type

Deeprs.take (post- 0.850 Contextual Emb. XLM-R

competition)

Proposed Approach 0.815 Generated Definitions FRED-T5-1.7B

GlossReader 0.802 Contextual Emb. XLM-R

DeepMistake 0.791 Contextual Emb. XLM-R

vanyatko 0.720 Contextual Emb. RuBERT

Other 10 Teams 0.457-0.178

'A special denoiser token <LM>, dedicated to the task of text continuation, was utilized.
20ut of 100, higher is better.
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The proposed approach outperforms most entries in the Rushifteval competition.

Table 5: Comparison with definition generation approaches

Method RuShiftEval-1 | RuShiftEval-2 | RuShiftEval-3 | Base Model
Proposed Approach

without vectorizer fine- | 0.722 0.763 0.749 FRED-T5-1.7B
tuning

Fedorova et al. (2024) 0.488 0.462 0.504 MTO-XL

A shown in Table 5, the proposed approach significantly outperforms the results of Fedorova et al.
(2024). The vectorizer fine-tuning step was omitted to ensure that the results are directly comparable.

It could be noted that Fedorova et al. (2024) appears to retain unhelpful definitions in the training data,
unlike proposed approach in 4.2, possibly resulting in their model reproducing non-informative patterns
and the lower performance of their approach.

4.6 Visualization

Generated word vectors were clustered using the DBSCAN algorithm. Each cluster is represented by a
prototypical definition closest to its centroid. DBSCAN parameters (eps and min_samples) are manu-
ally tuned by incremental adjustment to ensure the formation of cohesive clusters. Then, the temporal
distribution of these meanings is displayed using bar charts, as shown in Figure 1.

1700-1916  mmm 1918-1991 HEE 1992-2016

80 A

70 A

60 -

50 A

40 -

Percentage of all usages

3 4 5
Meanings

Figure 1: Semantic Shift of the Word mawuna [machine/car] (Parameters: eps=0.14, min_samples=5)

Meanings for mamuna [machine/car]:
A device or instrument for a specific task.
An automobile or vehicle.
An aircraft or helicopter.
A mechanically or thoughtlessly acting person.
A system of institutions or organizations.

MRS

4.7 Qualitative Analysis

For deeper examination, 20 words exhibiting semantic shifts from Two Centuries in Twenty
Words (Dobrushina and Daniel’, 2018) were selected: swammuwiii [noble], xanymo [to disappear],
knaccuwill [classy/cool], mama [mom], mawuna [machine/car], monooey [young man/attaboy], naxem
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[bag/package], nepedosoii [advanced], nuonep [pioneer], nosicanyi [perhaps], noxa [until/bye], npueem
[hello], npyocuna [spring], nyoruxa [public], ceanxa [landfill/fight], ceonous [bastard], cmunw [style],
mémxa [aunt], mpoiika [three/a set of three], uepsax [worm]. The usages were extracted from the dia-
chronic sub-corpus of Russian National Corpus (Savchuk et al., 2024).

For each word, 300 instances were randomly sampled for each period of the corpus (pre-Soviet, So-
viet, post-Soviet). The model generated definitions for each occurrence, followed by the creation of
corresponding visualizations.

Next, the semantics of each word based on multiple dictionaries were described following Sternin and
Rudakova (2017). To ensure comprehensive meaning descriptions, we synthesized information from 3
modern Russian dictionaries: Big Explanatory Dictionary (Kuznetsov, 1998), Dmitrievs Explanatory
Dictionary of the Russian Language (Dmitriev, 2003), and Ozhegov and Shvedova's Explanatory Dic-
tionary, in addition to Two Centuries in Twenty Words. Usage labels were omitted since the model wasn’t
trained to generate them.

The manually obtained semantic descriptions were compared with those in the visualization, and
changes in their usage across periods for meanings corresponding to those in Two Centuries in Twenty
Words were analyzed.

4.8 Qualitative Analysis of Generated Definitions

As a result of generalizing dictionary definitions, 121 meanings were compiled for 20 words. A total
of 83 definitions were obtained using the proposed approach. Thus, excluding 5 incorrect definitions,
64.4% of the meanings were identified.

Table 6: Types of Definitions and Their Counts

Type of Definition Count | Percentage
Correct 57 68.67%
Close 10 12.04%
Incorrect 5 6.02%
Insufficiently Specific 3 3.61%
Redundancy or Excessive Use of General Phrases 4 4.81%
Close, Redundancy or Excessive Use of General 1 1.20%
Phrases

Overly Specific 3 3.61%
Self-reference 0 0.00%
Opposite Meaning 0 0.00%
Incorrect Part of Speech 0 0.00%

As shown in Table 6, the majority of definitions are correct without any errors or shortcomings
(68.67%).

Common issues include close or incorrect meanings, such as defining uepsgsax [worm] as an adult insect
or describing noocanyii [perhaps] as a conjunction. Redundancy is present, exemplified by the repetit-
ive “chaotic” in the definition of cearxa [landfill/fight] (‘beciopsmounas, GecropsodHas cxpaTka’),
possibly due to the abundance of synonymous expressions in the training dataset, a common method in
lexicology. Additionally, some definitions lack specificity, such as describing mama [mom] simply as ‘a
tender address to a woman.” These problems may arise from the model’s limited world knowledge.

Another issue is insufficient context, leading to ambiguity in distinguishing meanings, as seen with
nuonep [pioneer] in Pioneers listen to this and admire it [I[Tuonepul crywaiom 3mo u ocxuwaromes/.

4.9 Statistical Analysis of Semantic Shifts

For most of the words, the visualizations partially or fully align with the data from Two Centuries in
Twenty Words, except for the word noxa [until/bye], where the visualization results contradict the study’s
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findings. Overall, main meaning changes consistent with the book’s data were identified in 12 out of 20
words. Additionally, changes partially aligned in 4 other words.

One of the best visualizations was created for the word naxem [bag/package]. 7 definitions were
identified correctly, 4 of which appear only in the post-Soviet period.

1700-1916 BN 1918-1991 EEE 1992-2016

50 A

40 -

30 A

20 A

Percentage of all usages

10 A

1 2 3 4 5 6 7 8
Meanings

Figure 2: Semantic Shift of the Word naxem [bag/package] (Parameters: eps=0.11, min_samples=8)

Meanings for naxem [bag/package]:
A letter, parcel, etc., in such a form.
A paper or fabric pouch for storing, transporting, etc.
A letter, parcel, etc., sealed in such an envelope.
A collection of homogeneous, related objects, phenomena, etc.
A collection of software tools united by a certain criterion.
A part of something belonging to someone under certain conditions.
(marked as incorrect)
7. A collection of homogeneous objects, documents, etc.
8. A collection of shares of a joint-stock company.
A comprehensive analysis is not feasible for ny6auxa [public] and kanyme [to disappear], because
Two Centuries in Twenty Words does not provide sufficient usage frequency diagrams for their meanings.
Similarly, for ceonous [bastard], only 2 out of 4 meanings were detected by the proposed approach
(ynompebnsemcs kax dpannoe cinogo [used as a swear word] and o noonom, enychom uenogexe [referring
to a vile, despicable person]), both falling under ‘UnnuBumyansHoe ockopOienue [Individual insult]’ in
the book.

AR e

Conclusion

The study demonstrated the effectiveness of definition modeling in detecting and visualizing semantic
shifts in the Russian language. A FRED-T5-1.7B model, fine-tuned on the MAS dictionary, was used
to generate context-based word definitions. The model demonstrated high BERTScore similarity met-
rics on the test set, performed among the top solutions on the Rushifteval shared task and outperformed
the results of Fedorova et al. (2024). A visualization algorithm was developed to represent semantic
changes over time, allowing for reproducing a manual effort of studying semantic changes for a set of 20
words. Qualitative analysis of the results revealed that 68.67% of generated definitions were fully correct,
with main meaning changes accurately detected in 12 out of 18 words available for analysis and partial
alignment in 4 others. This shows that the approach could aid historical linguists and lexicographers in
linguistic studies.
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The findings can be applied to assess the extent of semantic shifts in lexemes, providing visualizations
and definitions for each identified meaning.

Future research directions might include incorporating multiple dictionaries as training data or utilizing
more advanced LLMs.

The code for this project and the model are available on GitHub: https://github.com/
tatarinovst2/work-definition-modeling
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