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Abstract

In this article, we describe a way to perform sentence simplication. Our approach is largely based on solving
this problem for the English language. We compare the different pretraining schemes in the application for this
problem and show that the results obtained using machine translation of tests and fine tuning are approximately
similar. mBART with control tokens is used as the main model for fine tuning. In the case of machine translation
of tests into English, we use BART with control tokens.
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Annoranus

B sToit crathe MBI ommchiBaeM crocob cuMILTH(pUKAIIT Tpeiozkennit. Harm moaxom Bo MHOTOM
OCHOBAH Ha PEIeHUH TOH 3aJa4u s aHIVIMICKOTO A3bIKa. MBI cpaBHUBaeM Pa3JIMYHBbIE CXEMBI IIPEI-
BaApUTEIBLHOTO OOyUIEHUsT B MPUJIOKEHNN K ITOH 3a/a9e M MOKA3BIBAEM, UTO PE3Y/ILTATHI, MOy YeHHbBIE
C MOMOIIBIO MAIIMHHOIO IepeBosia TecToB u transfer learning nmpumepno moxoxku. B kadecTBe oCHOB-
HOM Mofe/n JUisi TOHKOM HacTpoiiku ucnojibdyercs mBART ¢ konTposbHbIME TOKeHaMu. B cirydae
MAIIIMHHOTO [IEPEBOJIa TeCTOB Ha aHrnickuil ncnosbzyeM BART ¢ KOHTPOJIBHBIMU TOKEHAMU.

Kmrouessie cimopa: Cummmndpurarus, transfer learning, mBART, fairseq, SARI, control tokens

1 Introduction

Sentence simplification is the task of making a sentence easier to read and understand by reducing its
lexical and syntactic complexity, while retaining most of its original meaning. Simplification has a
variety of important societal applications, for example increasing accessibility for those with cognitive
disabilities.

There is a lot of data for this task in English, for example Simple English Wikipedia -a large corpus
whose texts are understandable to children and adults who are learning English. We also used the corpus
to paraphrase sentences, since the simplification problem is a special case of the paraphrasing problem.

We can use machine translation to get data in Russian. Also for Russian language we have a large
corpus of paraphrases and a small data set collected by the organizers of the competition on a crowd-
sourcing platform.

Below (figure 1) is an example simplification we would expect to get away with from our model.
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B HacToALLee BpeMA He CyliecTByeT ACHOro NOHMMaHWUA
HenpobronorM4eckmnx NPUYMH KNMHUYECKOK Aenpeccun
(6onblIOro AenpeccMBHOro paccTPONCTBa).

Celi4ac HeT NOHUMaHWNA
NpUYMH Aenpeccuu.

Figure 1: Example

2 Related work

Data-driven methods have been predominant in English sentence simplification in recent years(Alva-
Manchego et al., 2020b)[3], requiring large supervised training corpora of complex-simple aligned sen-
tences. Methods have relied on English and Simple English Wikipedia with automatic sentence align-
ment from similar articles

Previous work on parallel dataset mining have been used mostly in machine translation using docu-
ment retrieval , language models , and embedding space alignment to create large corpora .

We focus on paraphrasing for sentence simplifications, which presents new challenges. In "MUSS:
Multilingual Unsupervised Sentence Simplification by Mining Paraphrases"[4], the authors present con-
trol tokens to mining paraphrase data and training controllable simplification models on paraphrases.
This idea worked well for the Russian model.

In article ASSET(Martin et al., 2020)[2] introduced such control tokens as length, lexical and syntactic
complexity. We also assembled a case for an English-language model on a crowd sourcing platform.

3 Method

We use mBART]([7] finetuned on the paraphrases from ParaPhraserPlus and automatically translated
WikiSimple conditioned on specific control tokens.
The control tokens give us ability to train the model on everything that is semantically related and then
to choose those control token values which work better for simplification (according to some metric).
For controllable generation, we use the small dataset collected by the organizers of the competition
on a crowd-sourcing platform. We use the same control parameters as the original paper, namely length,
Levenshtein similarity, lexical complexity, and syntactic complexity[2] We select the 4 hyperparameters
using SARI on the validation set. We use the random search optimization . The hyper-parameters are
contained in the [0.2, 1.5] interval. The 4 hyper-parameter values are then kept fixed for all sentences in
the associated test set.
The following control tokens were implemented:
* Levenshtein similarity - how similar ( by levenshtein metric) the result text should be;
e Chars fraction - how long the result text should be (that is, the you can specify the ratio between the
result and original text lengths);
* Word rank - how simple the result text is expected to be (it’s a ratio again between the ranks of the
words in the texts in fasttext embeddings).
* Lexeme similarity - how similar by lexeme matching the result text should be. Wasn’t used in the
final model.
Figure 2 shows that SARI prefers small parameters. But such values sometimes do not preserve
meaning. We believe that the best solution to the problem may be with other tokens, but then SARI is
smaller.

4 Experimental Setting

4.1 Baseline

As a baseline model, we use its multilingual generalization mBART([7](from fairseq library), which was
pretrained on 25 languages. BART[S] is a pre-trained seq2seq transformer, aimed at such tasks as text
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Figure 2: Dependence of the metric on control tokens

summarisation and text simplification. We pre-trained BART on first ParaPhraserPlus[6] and next on
translated WikiLarge. In result we got a model giving SARI about 34 on our Gold Reference dataset[1]

Gold Reference We report gold reference scores for small data set collected by the organizers of the
competition on a crowd-sourcing platform as multiple references are available. We compute scores in a
leave-oneout scenario where each reference is evaluated against all others. The scores are then averaged
over all references. Gold Reference gives SARI about 44.

4.2 Using English model

We can use the ready-made model for simplication in English[4]. To do this, you need to automatically
translate the test data into English (we used https://github.com/nidhaloff/deep-translator). As a result, we
get a model that gives similar results - SARI 39.49

Hello ——— En—Fr

N

Paraphrase Bonjour

v
Good day = ~ Fr—En

Figure 3: Translation scheme

4.3 Training data

* Automatically translated into Russian corpus WikiLarge. This corpus is twice noisy: there are bugs
in the original dataset and machine translation

* The corpus assembled by the organizers on a crowdsourcing platform. Dev dataset (pairs complex
- simple sentence)[1] Complex proposals from the public test for the first phase of the competition
are available here. In this dataset, for each complex sentence, there are from 1 to 5 reference ones,
which allows the SARI to be measured in the best way.

 Large corpus of ParaPhraserPlus header paraphrases clusters. [6]
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4.4 Additional improvements

Usually in brackets people indicate information that complements the main text, so you can get a small
increase in quality if you remove the expressions in brackets (about 0.2 SARI)
We also tried auto correct spelling and grammar suggestions, but it didn’t give much result (0.01 SARI)
It was also possible to get an improvement in the model’s performance (about 0.1) by trimming the
result of each sentence to 300 characters

4.5 Evaluation

We evaluate our models against the dataset provided by the organizers. It consists of 1000 human-
simplified sentences. It contains 1-5 references per source (dataset).

We evaluate with the standard metrics SARI.

SARI Sentence simplification is commonly evaluated with SARI (Xu et al., 2016), which compares
model-generated simplifications with the source sequence and gold references. It averages F1 scores for
addition, keep, and deletion operations. We compute SARI with the EASSE simplification evaluation
suite

5 Results

In 1 are examples of how our model works.

Query BaszoBast Bepcust 172 nosiBuiiach B Hosiope 1955 roza, kak Mozesb 1956 roja u ocraBajiach
B IIPOU3BOJICTBE BILIOTH JI0 3aMeHbl Mojeabio 172A B nagase 1960 roaa.

Mined Ilepssriii 172 6b11 BeiyieH B HostOpe 1955 roma. Korma oH BbIIe 1, OH Ha3bIBAJICS MOIEIbIO
1956 roma, mocse, o Ha3biBaJics 172A.

Query CD8 (Kmacrep muddepennuposku 8) — TpaHcMeMOPaHHBINH [JIHKOPOTEHNH, CJIyZKAIlnii
koperentopom T-kierounbrx perentopos (TCR).

Mined CDS8 upeacrasisier coboit 6e10K. DTo TpaHCMeMOPaHHbIA IJIMKOIIPOTENH, KOTOPBIA CO-
JIEPXKUTCSI B KPOBHU.

Query AMUHUCTPATUBHO-TOPTOBBIN MEHTD Y @bl COXPAHSIJICS HA TEPPUTOPUUA HCTOPUIECKOTO
siipa ropojia B Tedenune juuresibHoro spemenn. TCR).

Mined [losroe Bpems aJIMIHUCTPATUBHBINA U TOPTrOBBII EHTD Y Dbl HAXOMIICS B HCTOPUIECKOM
IeHTPe T.0poJIa

Tabmuna 1: Examples of Mined Simplificationx

Simplification, although sometimes not preserving the entire meaning, display various rewriting oper-
ations, such as lexical substitution, compression or sentence splitting.

The model is good at separating sentences by meaning and replacing complex words with simple
analogs, but not ideal.

Let’s give examples of the model’s operation for different values of control tokens using the example of
asentence: "Python nomnyssipen cpeayu HHAMBUIYAJIBHBIX PA3PAOOTINKOB, HO TAKXKE UCIIOIb3YeTCsI
KPYIIHBIMU KOMIIaHUAMU B JIOCTATOTHO Cepbé3HbIX
MIPOAYKTaX, OPUEHTUPOBAHHBIX Ha IOJydeHne mpubbuu. u np." (table 2)

Finally, we present an overview of all the methods used and their results.(table 3)

The solution with the result 39.69 is presented in the repository. You can also test our solution using
translation from the link tap here.

6 Future work:

In the process of working on the solution, we identified the following ways to improve:
* Remove noise from data.
» Simple wikipedia obtained with machine translation has many errors, you can fix these errors.
» Larger and more diverse dataset should be used in future, paraphrases should be mined similarly to
MUSS;
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Mined Levenshtein | Chars | Word | SARI
similarity fraction rank
Python - s3To mporpammuoe obecrievenue,ucmosib3yemoe st | 0.4 0.95 1.6 36.47

Pa3pabOTINKOB IIPOIPAMMHOIO 00ECIIeIEHNUSI.

Python monysisipen cpenn nHAUBUIyaIbHBIX pa3paboTaukos, | 0.9 0.5 0.9 26.20
HO TaK>Ke UCIIOJIb3YeTCsd KPYIHBIMA KOMIIAHUSIMHA.

Python nonynspen cpein HHAMBUIyaTIbHBIX PA3PAOOTINKOB, | 1 1.2 3.35 5.7
HO TaKKe HUCIOJIL3YyeTCs KPYIHBIMA KOMITAHUSAMHU B JIOCTa-
TOYHO CEPbE3HBIX IIPOJAYKTAX, OPUEHTHUPOBAHHBIX Ha IIOJIYy-
“eHUEe TPUOLLIN. .

Python rak:ke mcmosib3yercss 1jisi co3manusi KpynHbx mpo- | 0.45 0.5 0.6 34.90
IPAMMHBIX [TPUJIOXKEHU.

Tabmuna 2: Examples of Mined Simplification for different values of control tokens.

Method Result
Baseline 34.04
Baseline+ fine tuning on ParaPhraserPlus and Wiki Simple 37.02
BART+control tokens+ test data translation 39.49
BART+control tokens + test data translation 39.49
BART+control tokens + test data translation + remove brackets 39.65
BART+control tokens + test data translation + remove brackets + auto correct | 39.66
BART+control tokens + fine tuning on ParaPhraserPlus and Wiki Simple 39.69
Baseline+control tokens + test data translation + remove brackets + auto cor- | 39.74
rect + trim characters after 300

Table 3: Overview of all the methods.
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* Try to teach more different options with different hyperparameters.
* Another lexical complexity score instead of WordRank.
* Some other similarity metric instead of LevSim to handle semantics better.

7 Conclusion

We propose an approach to simplify sentences in Russian, which is based on the use of 4 changeable
hyperparameters and fine tuning of the model on a simple wikipedia and ParaPhraserPlus.

Similar results can be obtained by translating the tests into English and using the English model, but
it takes longer.

The results do not always preserve the original meaning of the sentence. In our opinion, SARI is not
the best metric to evaluate in this task. This metric prefers a lower levenshtein similarity, but this often
changes the meaning.

We showed that control-token-based simplification generation is simple yet effective method which is
able to lead to the state-of-the-art results;

Source code, trained model, preprocessed data and demo are available here

Example of simplification with MUSS and round-trip translation is available here
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