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Abstract

In this paper we describe the results of participation in the Russian Normalization of Annotated Spans shared
task (RuNormAS) within Dialogue Evaluation 2021 (Team: shukunkov.a). The shared task included 2 sub-tasks:
normalization of named entities and normalization of text spans with different parts of speech. Our system particip-
ated only in the first sub-task. We designed a neural network system that classifies the ending of word by its stem.
Our experiments showed that using RuBERT model with the context from the nearest words and additional named
entity recognition task provides the best result. However, it was not possible to get a result higher than the solution
of the authors of the competition with our approach. This paper describes the methodology of our experiments and
the results for different models we used.
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Amnnoranus

OTa paboTa ONMUCHIBAET PE3YJIHTATHI YIACTHsI B COPEBHOBAHUN IO HOPMAaJIU3aInu (bPArMEHTOB TEK-
cra, KoTopoe nposojauiock Ha Dialogue Evaluation 2021. CopeBHoBaHME BKJIIOYAJIO 2 JOPOXKKU: HOPMa-
JIM3aIisi UMEHOBAHHBIX CYIHOCTEH ¥ HOpMaJIM3aIus 60Jiee IMMPOKOTO KJIacca CITAHOB TEKCTA, BKITIOYAsT
HOPMaJIM3aIMI0 PA3HBIX dacTell pedn. B pamMkax cOpeBHOBaHHS IIPOBOJWIOCH YYaCTHE TOJIBKO B IIED-
Boit mopoxkke. Hamu Gbuta paspaborana cumcreMa OCHOBaHHAsi HA HEHPOHHON CETH, KOTOpAasi yIMIach
IIPE/ICKA3bIBATH OKOHYAHIE CJIOBA I10 €r0 cTeMMe. B pe3ysbpraTe SKCIIEpUMEHTOB MO/JIEJIb, OCHOBAHHAS HA
monenun RuBERT ¢ ygerom koHTeKCTa GIMKAWITAX CIIOB U JOMOJTHUTEIBHOM 3aJa9eil TI0 TPEICKA3aHUIO
VMEHOBAHHBIX CYIIHOCTEN I0Ka3asIa HAWIYYIINil Pe3y/IbTaT CPEH OCTAJIbHBIX OIIPOOOBAHHBIX BapUaH-
ToB. O/THAKO, C TAKOHM MOCTAHOBKON 3319 HE YIAJIOCH MOJIYUYUTh PE3YJIbTAT BBIIIE PEIIeHNs aBTOPOB
copeBHOBaHUSA. B paboTe ONUCHIBAIOTCA HAII ITOJXO/ K PENIEHUIO 33/1a4€e U Pe3YJIbTAThl S9KCIIEPUMEHTOB
JIJIsl UCIIOJIb30BAHHBIX MOJIEJIEH.

Kimrouesnie ciioBa: Hopmasmmzanusi, PacriosnaBanne nmenoBannbix cymuocreit, mBERT, RuBERT,
OxoHuaHUs



1 Introduction

For the present day, pre-trained models like BERT [1] provide state-of-the-results in many natural lan-
guage processing (NLP) tasks. In particular, named entity recognition (NER) is a common task that
nowadays usually solved with such pre-trained models. However, even the best NER models architec-
tures are working worse with morphologically rich languages like Russian. For example, in Russian the
text spans "Bopuc Crpyrankuit" and "Bopuca Crpyramnkoro" represent the same entity type - PER-
SON, but their spelling is different. This difference leads to a lower NER performance, so we need to
deal with a normalization task. It can be formulated as finding a standardized name form for an entity.
"Natasha" library provides the most popular tool for normalization in Russian that uses syntax depend-
encies to produce correct normalization. However, there is still some space for the overall normalization
quality improvement. Within the shared task we aimed to study what one can achieve with the BERT
language model if the normalization problem is formulated as an ending classification task. During the
shared-task we designed several models based on BERT and RuBERT [5] for ending classification. In
this work we describe our approach and results of the experiments. We made our code available at
https://github.com/Ryzhtus/ru-norm—-as—-classification.

2 Shared-Task Overview

RuNormAS (Russian Normalization of Annotated Spans) is the shared task for normalizing named en-
tities - bringing named entities to their initial form. The task is to normalize certain words from the
group without changing the forms of the remaining words. The authors paid attention to the use of the
document context, since the initial form for many words can only be determined using the context. The
training data contains 2493 documents, and the test data contains 4370. The shared-task is divided into
2 sub-tasks:

2.1 Sub-tasks

1. Normalization of named entities. The goal is to normalize named entities without changing the rest
of the words. The data is collected from the articles of the newspaper "Vzglyad". This sub-task
takes into account the capitalization.

2. Normalization of a broader class of text spans, including normalization of different parts of speech.
The goal of this task is similar to the previous one, but normalization occurs for certain parts of
speech. The data is collected from documents of the Ministry of Economic Development.

The quality metric for the task is the percentage of exact matches between the normalization result and
the reference.

2.2 Data Description

Each example in train data is divided into 3 documents:
* Text file containing text of the document.
* Annotation file with the beginning and end indexes of the entity in the text. If the entity has breaks,
then the beginning and end indexes for each part are written in one line (the parts may be unordered).
* Normalization file where each line has the corresponding normalized version for the entity in an-
notation file.

3 Solution For Named Entity Normalization

Existing solutions to the normalization problem for the Russian language are usually based on set of
rules. In particular, one of these tools for normalization is represented by the Natasha library, which
was used by the authors of the competition to obtain a baseline solution. Another rule-based system
is described in [8] However, there have been attempts to solve this problem using neural networks. In
particular, in [4], a study was conducted on the use of a Sequence-to-Sequence model using Attention to
normalize proper names. In our work, it was decided to use a different approach. To solve the Named
Entity Normalization task we defined it as the classification task where model learns to predict word’s
ending by its stem.



3.1 Data Preprocessing

For the formulated problem statement we designed the following preprocessing scheme to obtain train
examples for the model:

1. Get the stem of an annotated word using NLTK Snowball Stemmer algorithm [2].

2. Delete the stem from the annotated word to obtain the ending.

3. Delete the stem from the corresponding normalization to extract the remaining part and use it as an

ending for normalization.

4. Mark the stem of the annotated word with the tag "<NO>".

5. Mark the ending of the annotated word with the normalized ending from the third step.
Additionally, we cleaned entities from quotation marks, brackets and replaced all entries of "€" letters

n_n

with "e" letters. The process described above is illustrated in (Fig. 1a).

mBERT / RuBERT mBERT / RuBERT mBERT / RuBERT
Annotated Span ['Boicweit’, ‘likonsl', 'dkoHOMMKM'] l l l
Train Example ['Boicw', ‘eit', 'wkon', 'w', 'sKoHOMMK', 'n'] Linear Layer IR Pt
¢ (Endings Dim) Bidirectional GRU Bidirectional GRU
Train Labels ["<NO>", 'am', '<NO>', 'a', '<NO>', 'u'] l /\
i oLy Linear Layer
Linear Layer (Elr)\ld:'gs e D"t‘]

Figure 1: Preprocessing scheme example and Models

For the named entity normalization sub-track within the shared task we built various neural network
systems based on one of two models: mBERT [1] and RuBERT [5]. We used base-sized and cased
versions from the Hugginface Transformers library [9]. In (Fig. 1b - Fig. 1d) three general model’s
architectures are presented.

3.2 Basic Model

As a start point we made the simplest model, which has a linear layer for classification on top of the
base model. After the training procedure we did a post-processing to get the result for a certain entity.
Model’s output is a list of endings for each token in input sequence. Because we know the original stem
of the particular entity, we concatenate tokens until we won’t get the original stem. After this step we
took out predictions, filtered them from "<NO>" tags and used the first element of processed tags as the
word’s ending and concatenated it with the stem. If entity consist of a few words, they were joined by
space symbol. The example is provided in (Fig. 2).
'Boicweit WKonbl IKOHOMUKM "

—){[‘Bblc‘, ‘##w', 'en', 'Wlikon', 'b', 'SkoHOM', '#H#uk', 'n']

['Buic', ‘##w', 'ei', 'likon', 'bl', 'IKkoHOM', ‘##uk', 'n'] > mBERT/RuBERT 4’{ ['<NO>', "<NO>', ‘aa‘', '<NO>', 'a‘, '<NO>', '<NO>', 'u'] 'Bbicwan llkona 3koHOMUKM '

Figure 2: Post Processing example

The following improvement was made by adding Gated Recurrent Unit (GRU) [6] layer between
BERT model and the linear layer. These two architectures can be seen in (Fig. 1b) and (Fig. 1c). The
results are presented in the Table 1.

3.3 Multi-Task Model

Further, we have tried make our model jointly predict endings with NER tags. This approach is similar
to lemmatization with part-of-speech tagging used in works [7], [3]. The idea is that it will allow model
to better classify endings for complex entities that consist of 3 or more words and improve prediction



quality for entities that present organizations. Entity tags were obtained during the preprocessing step
with Natasha NER tagger. Model’s architecture is presented in (Fig. 1d).

3.4 Adding Context to the Basic and Multi-Task Models

The next step that we decided to try was to add some context to our model’s input. For that purpose a
fixed-size window for additional context was used instead of using a whole sentence. We defined left and
right contexts for each entity. Left context consist of a few words from the left, which size is defined by
the size of context window. Right context is build in the same way. For our experiments we used 2-size
and 3-size context windows. This approach allowed us to significantly improve the model’s performance
quality on the test subset. In particular, we got the best result with 2-size context window.

4 Results

We summarized all our models results in the Table 1. RuBERT with additional context and Multi-Task
RuBERT with additional context models achieved the highest results among the others. One can see that
multi-task slightly increases the overall model’s prediction quality in the comparison with the model that
uses additional context. Nevertheless, multi-task approach gives a robust growth as the improvement for
the basic model. We may suggest that though learning NER tags has its profit, but context has a more
significant impact on the model for the ending classification task.

Table 1: Final results

mBERT + Linear 0.60951

RuBERT + Linear 0.55846

mBERT + BiGRU + Linear 0.64144
RuBERT + BiGRU + Linear 0.62504
Multi-Task mBERT 0.59319
Multi-Task RuBERT 0.70593
RuBERT + Context (Size 2) 0.76579
Multi-Task RuBERT + Context (Size 2) | 0.76797

5 Analysis

We used references for the test subset provided by the authors of the shared-task to analyze the negative
predictions from our best model. The test set has 11460 named entities for normalization. Our system
provided correct normalization for 8801 example and make 2659 mistakes. We analyzed 2000 mistakes
from 2659 and classified them into 4 major categories.

* No parentheses or quotation marks (963 errors). This type of error occurred due to the fact that we
removed the quotation marks and brackets during data preprocessing, and therefore the model did
not learn them at all. For example, for the reference entity "PUA «Hosoctus»" our system predicts
"PNA Hosoctu".

* Wrong ending prediction (847 errors).

* Missing 1 or more than 2 words for a multi-word entity (121 errors). We noticed that this type
of error in most cases is typical for entities that designate a place or area. Example (reference:
"nacesennnlii myHkT Cuactne", prediction: "Cuactne”).

* Incorrect capitalization for an entity (64 errors). This type of error is typical for entities consisting
of several words with a hyphen between them. Example (reference: "Cankr-IleTepOypr", predic-
tion: "Cankr-ierepoypr"). We analyzed how the Snowball stemmer works with such entities and
found that it doesn’t break the entity into separate stemms producing a single stemm that includes
a hyphen, after which a part of the word goes with a lowercase letter. Example (original entity:
"Cankr-IlerepOypre, result: Cankr-ieTepoypr".

Summarizing, we can outline several major problems of our data preprocessing pipeline:



1. The Snowball stemmer doesn’t always produce the correct stem for some kind of entities. If the
entity is written in 2 or more words with hyphen, then the stem would consist of all words, including
hyphen, despite the last one, where the ending will be removed.

2. The other problem is that stemmer removes not only the ending, but also the suffix if the word has
it.

3. Filtering brackets and quotation marks from the original entities leads to their absence in predictions
for entities that include proper names.

6 Conclusion

In this paper, we presented our model for solving the normalization problem for the Russian language.
We formulated the problem as a classification of the ending by the stem of the word. According to the
results of the competition, our best model received a result below the baseline presented by the authors
of the competition. Based on the results of the work, we can conclude that this problem statement is not
suitable for solving such a problem.
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